Abstract

This paper considers a general class of nonlinear systems, “nonlinear Hamiltonian systems of wave equations”. The first part of our work focuses on the mathematical study of these systems, showing central properties (energy preservation, stability, hyperbolicity, finite propagation velocity ...). Space discretization is made in a classical way (variational formulation) and time discretization aims at numerical stability using an energy technique. A definition of “preserving schemes” is introduced, and we show that explicit schemes or partially implicit schemes which are preserving according to this definition cannot be built unless the model is trivial. A general energy preserving second order accurate fully implicit scheme is built for any continuous system that fits the nonlinear Hamiltonian systems of wave equations class. The problem of the vibration of a piano string is taken as an example. Nonlinear coupling between longitudinal and transversal modes is modeled in the “geometrically exact model”, or approximations of this model. Numerical results are presented.
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Introduction

We consider in this paper a general class of nonlinear systems, namely nonlinear Hamiltonian systems of wave equations. Our main objective is the construction of energy preserving discretization schemes for such systems. The concrete problem that has motivated this work was to compute the vibrations of a piano string, with the objective to achieve the numerical simulation of a whole concert piano. The full piano model is quite complex and couples the vibrations of the string (a 1D model) with the vibrations of the soundboard (a 2D phenomenon) and with the sound radiation (a 3D phenomenon). Guaranteeing and proving the stability of a numerical method for the coupled problem is not an easy task. Having an energy approach is a very powerful approach to achieve this goal. The Hamiltonian nature of the equations governing the vibrations of the string makes it possible a priori: there is conservation of an energy for the continuous problem. Preserving such a property at the discrete level has two nice consequences: keeping after discretization an important (from both theoretical and physical points of view) property of the exact solution and getting stability results provided that the discrete property has pleasant positivity properties.

The problematic of energy preserving schemes is far from new and has already generated an intensive literature. It appears that results can easily be found in the case of scalar equations (the unknown function takes scalar values), of course in the context of ordinary differential equations ODEs (see for instance [16, 26]) but also of some partial differential equations, particularly semi-linear wave equations (see for instance [6, 11, 12, 23, 25, 31]). The case of systems has been much less investigated and it seems that most results are restricted to very particular systems: see for instance in [27], [15] or [8] in the context of systems of ODE’s and [14] (for nonlinear elasticity) or [5] (for nonlinear strings) in the context of systems of PDE’s. Finally, the references [3, 4, 17] investigate time FE methods for the N-body problem, nonlinear elastodynamics and are extended to more general problems and higher orders. These very interesting methods rely on the difficult seek of a good quadrature rule and reduce to the previously mentioned methods in particular cases. Our aim in this context was to find a systematic and easily computed energy preserving scheme for any system of PDE’s, while keeping a great degree of generality.
As said above, we tackle in this paper a rather general class of 1D nonlinear Hamiltonian systems of wave equations, where the unknown function takes values in $\mathbb{R}^N$ for arbitrary $N \geq 1$. The restriction to the 1D case contributes essentially to simplifying the presentation. However, most of our developments can be extended to higher space dimensions. Our article is divided into two parts. The first part (sections 1 and 2) concerns general systems. The second part (section 3) presents the application to the particular system which governs the vibrations of a piano string.

In section 1, we recall the main properties of 1D nonlinear Hamiltonian systems of wave equations. We insist particularly on the most relevant (for our purpose) properties of (sufficiently) smooth solutions of such systems: energy preservation (leading to $H^1$ stability), hyperbolicity and finite propagation velocity. Section 2, the main section of the article, is devoted to the discretization schemes. For the space discretization, we use a variational formulation and a Galerkin approximation procedure (Section 2.1). The main difficulties are encountered when looking at the time discretization using finite differences, which is the object of section 2.2. Our desire to preserve a certain energy leads us to introduce a particular class of numerical schemes. We show that this class excludes the explicit scheme (except in the linear case, see Lemma 2.2 of section 2.2.2) as well as partially decoupled implicit schemes (except in some very particular systems, see section 2.2.3). Finally in section 2.2.4, we exhibit inside our class of numerical schemes a fully implicit, second order accurate, energy preserving and unconditionally stable scheme for any nonlinear Hamiltonian system of wave equations, with any number of unknown variables. Note that the implicitness of the scheme is the price to be paid for robustness (obtained via energy conservation).

In the context of the simulation of the piano (section 3), the implicitness of the scheme is by no means a real constraint since the time devoted to the string itself should be a small percentage of the total computational cost while the unconditional stability provides more flexibility and robustness for the coupled model. In Section 3.1 we present the nonlinear vibrating string model introduced in [28], as well as some of its approximations including the one used in [2] and [5]. These models are all nonlinear Hamiltonian systems of wave equations. We give their main mathematical properties in section 3.2. We apply the numerical scheme of section 2.2.4 to this system (section 3.3) and related numerical results are given in section 3.4.

1. Nonlinear Hamiltonian systems of wave equations: general theoretical frame

1.1. General formulation

This paragraph is devoted to 1D nonlinear Hamiltonian systems of wave equations. A function $H : \mathbb{R}^N \to \mathbb{R}$, a potential energy, totally determines the system ($N$ is the size of the system). We shall consider the following Cauchy problem ($\Omega$ is a segment of $\mathbb{R}$ or $\mathbb{R}$ itself):

\[
\begin{aligned}
\text{Find } u &= (u_1, \cdots, u_N) : \Omega \times \mathbb{R}^+ \to \mathbb{R}^N, \\
\partial_t^2 u - \partial_x \left[ \nabla H(\partial_x u) \right] &= 0, \quad x \in \Omega, \quad t > 0, \\
u(x, 0) &= u_0(x), \quad \partial_t u(x, 0) = u_1(x), \\
u(x, t) &= 0, \quad \forall x \in \partial \Omega.
\end{aligned}
\]

Remark 1.1. The function $H$ is only used through its gradient, hence any $H + \mathcal{L}$ gives the same system of equations as $H$, with $\mathcal{L}$ a linear function on $\mathbb{R}^N$. Thus, it is not restrictive to assume that $H(0) = 0$ and $\nabla H(0) = 0$.

The mathematical properties of the system will depend on the properties of $H$. Here are the main assumptions that we will consider in the following sections:

(\mathcal{H}1) smoothness : $H$ is of class $C^2$,

(\mathcal{H}2) coercivity : $\exists K > 0$ s.t. $H(v) \geq K |v|^2$,

(\mathcal{H}3) convexity : $H$ is strictly convex,

(\mathcal{H}4) There exists $c_+ > 0$ s.t. $|\nabla H(v)|^2 \leq 2 c_2 H(v)$,

(\mathcal{H}5) There exists $M > 0$ s.t. $|\nabla H(v)| \leq M (1 + |v|)$.

Sometimes, these properties will be needed only locally.

1.2. Energy preservation and $H^1$ stability

Theorem 1.1. Any smooth enough solution $u$ of (1) satisfies the energy identity:

\[
\frac{d}{dt} E(t) = 0, \quad \text{with } E(t) = \int_{\Omega} \left\{ \frac{1}{2} |\partial_x u|^2 + H(\partial_x u) \right\} \, dx.
\]

Proof. For completeness, we include the following well-known proof. We take the inner product in $\mathbb{R}^N$ of the equation with $\partial_t u$ and integrate over $x$ to obtain:

\[
\int_{\Omega} \left[ \partial_t^2 u - \partial_x \left[ \nabla H(\partial_x u) \right] \right] \cdot \partial_t u = 0.
\]

After integration by parts we obtain:

\[
\int_{\Omega} \left[ \partial_t^2 u \cdot \partial_x u + \nabla H(\partial_x u) \cdot \partial_x^2 u \right] = 0,
\]

where we recognize

\[
\int_{\Omega} \frac{1}{2} \partial_t (|\partial_x u|^2) + \int_{\Omega} \partial_x [H(\partial_x u)] = 0.
\]

Hence,

\[
\frac{d}{dt} \int_{\Omega} \left\{ \frac{1}{2} |\partial_x u|^2 + H(\partial_x u) \right\} \, dx = 0.
\]

Obviously, (2) yields an upper bound on the $H^1$-norm of the solution, under the hypothesis (\mathcal{H}2).
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Corollary 1.1. Let us assume (H2). Then, there exists $C > 0$ such that
\[ \|u(\cdot, t)\|_{H^1} \leq C E(0), \quad \forall t \geq 0. \]

1.3. Hyperbolicity of the system

We begin by recalling here some basic definitions for first order hyperbolic systems (see [13] for more details and mathematical results).

**Definition 1.1. Hyperbolic System**

We consider the system of equations
\[ \partial_t u + \partial_x F(u) = 0 \]
where $F: \mathcal{D} \subset \mathbb{R}^n \to \mathbb{R}^n$ is of class $C^1$ and we look for $u = (u_1, \ldots, u_n) : \Omega \times \mathbb{R}^+ \to \mathcal{D}$. We define
\[ A(u) = \left( \frac{\partial F_i(u)}{\partial u_j} \right)_{1 \leq i, j \leq n}, \tag{4} \]
the Jacobian matrix of $F$. The system (3) is said to be hyperbolic if, for any $u \in \mathcal{D}$, the matrix $A(u)$ has $n$ real eigenvalues $\mu_1(u) \leq \ldots \leq \mu_n(u)$ and $p$ linearly independent corresponding eigenvectors $r_1(u), \ldots, r_k(u), \ldots, r_n(u)$, i.e.
\[ A(u) r_k(u) = \mu_k(u) r_k(u). \]

If, in addition, the eigenvalues $\mu_k(u)$ are all distinct, the system (3) is called strictly hyperbolic.

The system is said locally (strictly) hyperbolic near $u_0$ if the appropriate properties are true not for $u \in \mathcal{D}$ but for $u$ in a neighborhood of $u_0$.

With the notations
\[ U : \Omega \times \mathbb{R}^+ \to \mathbb{R}^{2N}, \quad U(x,0) = U_0(x), \]
the system (1) can be written
\[ \begin{cases} \partial_t U + \partial_x F(U) = 0, \quad x \in \Omega, \quad t > 0, \\ U(x,0) = U_0(x), \quad x \in \Omega. \end{cases} \tag{5} \]

where the nonlinear function $F$ is given by
\[ F(U) = \left( \begin{array}{c} -\nabla H(U_x) \\ -U_t \end{array} \right); \tag{6} \]

**Theorem 1.2.** Local hyperbolicity of the system (1) is equivalent to local convexity of $H$.

**Proof.** The Jacobian of $F$ is given by
\[ A(U) = DF(U) = \begin{pmatrix} 0 & -D^2 H(U_x) \\ -I & 0 \end{pmatrix}. \tag{7} \]
where $D^2 H(U_x)$ refers to the Hessian matrix of $H$. The eigenvalue problem for $A(U)$:
\[ DF(U) Z(U) = \mu(U) Z(U). \]
is equivalent to
\[ \begin{cases} D^2 H(U_x) Z_x(U) = \mu^2(U) Z_x(U), \\ Z_t(U) = -\mu(U) Z_x(U). \end{cases} \]
Thus it is clear that the local hyperbolicity of (1) relies on the positivity of the eigenvalues of $D^2 H(U_x)$, i.e. on the local convexity of $H$.\]

1.4. Finite propagation velocity

**Theorem 1.3.** We assume (H4). Then, any smooth enough solution $u$ of (1) propagates with a velocity lower than $C$.

**Proof.** Let us assume hypothesis (H4). We can notice that this property induces that $H$ is positive. We will use an energy technique. Let $V > 0$, to be specified later, and $a \in \mathbb{R}$ such that the initial data have their support in $] - \infty, a [$. We have for all $t > 0$:
\[ \int_{a + V t}^{+\infty} \left( \partial_t^2 u - \partial_x [\nabla H(\partial_x u)] \right) \cdot \partial_t u \ dx = 0, \]
that is to say, after integration by parts,
\[ \int_{a + V t}^{+\infty} \partial_t \left( \frac{1}{2} |\partial_t u|^2 \right) \ dx + \int_{a + V t}^{+\infty} [\nabla H(\partial_x u)] \cdot \partial_t^2 u \ dx - [ \nabla H(\partial_x u) \cdot \partial_t u ] (a + V t, t) = 0, \]
which, with the energy density
\[ e = \frac{1}{2} |\partial_t u|^2 + H(\partial_x u), \]
can be written
\[ \int_{a + V t}^{+\infty} \partial_t (\frac{de}{dt}) \ dx - [ \nabla H(\partial_x u) \cdot \partial_t u ] (a + V t, t) = 0 \]
or, after derivation under the integral,
\[ \frac{d}{dt} \int_{a + V t}^{+\infty} e \ dx + \Phi(a + V t, t) = 0, \]
where \[ \Phi := V e - [ \nabla H(\partial_x u) \cdot \partial_t u ]. \]
Using the hypothesis on the initial data, we have
\[ \forall t > 0, \quad \int_{a + V t}^{+\infty} e(x, t) \ dx = - \int_0^t \Phi(a + V s, s) \ ds. \]
Now we choose $V$ large enough such that $\Phi$ is positive. This is possible since
\[ |\nabla H(\partial_x u) \cdot \partial_t u| \leq \frac{V}{2} |\partial_t u|^2 + \frac{1}{2V} \left| \nabla H(\partial_x u) \right|^2. \]
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Consequently, using (\mathcal{H}4)
$$
\Phi \geq VH(\partial_t u) - \frac{1}{2\nu} \left| \nabla H(\partial_t u) \right|^2 \geq \left( V - \frac{c^2}{\nu^2} \right) H(\partial_t u)
$$
because of the hypothesis (\mathcal{H}4). If we choose $V = c_+$, the function $\Phi$ is positive, and we have
$$
e(x, t) = 0 \quad \text{for} \quad x > a + c_+ t, \quad t > 0.
$$
Since $H$ is positive, we have
$$
u(x, t) = 0 \quad \text{for} \quad x > a + c_+ t, \quad t > 0.
$$
This result shows that the propagation velocity of the solution of the Cauchy problem (1) is bounded above by:
$$
c_+ = \left( \frac{1}{2} \sup_{(u_x)} R(u_x) \right)^\frac{1}{4}, \quad R(u_x) := \frac{\nabla H(u_x)}{H(u_x)}. \quad (8)
$$

2. Finite element energy preserving numerical schemes for nonlinear Hamiltonian systems of wave equations

Each time one wishes to discretize in space and time an evolution problem whose solution satisfies the conservation of an energy, the use of variational techniques (such as the finite element method) for the space semi-discretization ensures “by construction” the conservation of a positive semi-discrete energy. The difficulties really occur when the time discretization is concerned. This essential issue will be the object of section 2.2.

2.1. Spatial semi-discretization

2.1.1. Variational formulation

Let us consider the following system of partial differential equations:
$$
\begin{align*}
\partial_t^2 u - \partial_x \left[ \nabla H(\partial_x u) \right] &= 0, \\
u(x, t) &= 0, \quad \forall t > 0, \quad \forall x \in \partial \Omega. \quad (9)
\end{align*}
$$

Even though all of the following could probably be generalized to a more general context, we shall assume that the function $H$ satisfies the coercivity property (\mathcal{H}2) and the additional assumption (\mathcal{H}5):
$$
\exists M > 0 \text{ such that } |\nabla H(\nu)| \leq M (1 + |\nu|), \quad \forall \nu \in \mathbb{R}^N. \quad (10)
$$

In this case, according to the continuous energy identity, we expect that the solution $u$ satisfies
$$
\forall v \in \mathcal{C}^0(\mathbb{R}^+; H^1_0(\Omega)^N). \quad (11)
$$

which implies, because of (\mathcal{H}5)
$$
H(\partial_t u) \in L^\infty(\mathbb{R}^+; L^2(\Omega)^N). \quad (12)
$$

In this framework, we can write a variational formulation in space of (1) in the space:
$$
\forall v \in \mathcal{V} = (H^1_0(\Omega))^N. \quad (13)
$$

Let us take the inner product (in $\mathbb{R}^N$) of (1) by $v \in \mathcal{V}$ and integrate over space the resulting equality. We get after integration by parts, since the boundary terms vanish,
$$
\frac{d^2}{dt^2} \left( \int_\Omega u \cdot v \right) + \int_\Omega \nabla H(\partial_t u) \cdot \partial_x v = 0, \quad \forall v \in \mathcal{V} \quad (14)
$$

which is the variational formulation of the problem.

2.1.2. Semi-discretization in space

We consider as usual $\{ \mathcal{V}_h, h > 0 \}$ a family of finite dimensional subspaces of $\mathcal{V}$, where $h$ is an approximation parameter destined to tend to 0. We assume the standard approximation property:
$$
\forall v \in \mathcal{V}, \quad \lim_{h \to 0} \inf_{v_h \in \mathcal{V}_h} \| v - v_h \| = 0. \quad (15)
$$

The most classical example is the approximation with conforming Lagrange finite elements of degree $k \geq 1$, the so-called $P_k$ finite elements, on a family of meshes of $\Omega$ (in which case the approximation parameter is nothing but the stepsize of the mesh).

We consider the following semi-discrete problem: find $u_h : \mathbb{R}^+ \mapsto \mathcal{V}_h$, such that
$$
\frac{d^2}{dt^2} \int_\Omega u_h \cdot v_h + \int_\Omega \nabla H(\partial_t u_h) \cdot \partial_x v_h = 0, \quad \forall v_h \in \mathcal{V}_h. \quad (16)
$$

We can write an algebraic formulation of (16) after having introduced the vector $U_h \in \mathbb{R}^{N_h}$ (resp. $V_h \in \mathbb{R}^{N_h}$) of the components of $u_h$ (resp. $v_h$) in an appropriate basis of $\mathcal{V}_h$. We first introduce the linear operator in $\mathbb{R}^{N_h}$, $M_h$ defined by:
$$
\langle M_h U_h, V_h \rangle_h = \int_\Omega u_h \cdot v_h, \quad \forall v_h \in \mathcal{V}_h. \quad (17)
$$

By analogy with the formula
$$
\int_\Omega -\partial_x \nabla H(\partial_t u) \cdot v = \int_\Omega \nabla H(\partial_t u) \cdot \partial_x v
$$

we introduce the nonlinear function in $\mathbb{R}^{N_h}$ (the complicated notation is chosen for convenience to emphasize the analogy with the continuous case - note that $-\partial_x$ is the formal adjoint of $\partial_x$)
$$
\mathcal{D}_h^*(\nabla H(\partial_x u)) : U_h \mapsto \mathcal{D}_h^*(\nabla H(\partial_x U_h)), \quad (18)
$$
defined by
$$
\langle \mathcal{D}_h^*(\nabla H(\partial_x U_h)), V_h \rangle_h = \int_\Omega \nabla H(\partial_x u_h) \cdot \partial_x v_h, \quad \forall v_h \in \mathcal{V}_h. \quad (19)
$$
Then, (16) is clearly equivalent to the following nonlinear differential system in $\mathbb{R}^{N_h}$ (where $U_h(t)$ is the vector of the degrees of freedom of $u_h(t)$)

$$M_h \frac{d^2 U_h}{dt^2} + D_h^* (\nabla H(D_h U_h)) = 0. \quad (20)$$

The effective implementation (after time discretization - see the next paragraph) inevitably requires the computation of the integrals in the right hand sides of (17), (19). For the nonlinear part (19), it is not possible to compute exactly these integrals - except for very particular $H$. This is the case for instance with the string model of section 3. That is why these integrals will be evaluated approximately, which will lead to the following new definitions for $M_h$ and $D_h^* (\nabla H(D_h U_h))$, $\forall v_h \in V_h$:

$$\begin{cases} 
    (M_h U_h, V_h)_h = \int_{\Omega}^h u_h^h, v_h^h, \\
    (D_h^* (\nabla H(D_h U_h)), V_h)_h = \int_{\Omega}^h \nabla H(\partial_x u_h) \cdot \partial_x v_h,
\end{cases} \quad (21)$$

where the linear form $f \mapsto \int_{\Omega}^h f$ is an approximate integral

$$\int_{\Omega}^h f = \int f \quad \text{for small } h. \quad (22)$$

In practice, this approximate integral will be constructed, in the context of finite elements, by decomposing the global integral as the sum of integrals along the segments of the finite element mesh and using inside each segment a given quadrature rule. As a result, the integral becomes exact as soon as $f$ is piecewise (according to the mesh) polynomial of a certain degree. In particular the calculation of the mass matrix $M_h$ may be exact in this degree is large enough since, contrary to $\nabla H(\partial_x u_h) \cdot \partial_x v_h$, the product $u_h, v_h$ is piecewise polynomial.

An important property is required, namely that

$$f \geq 0 \implies \int_{\Omega}^h f \geq 0. \quad (23)$$

This will be the case in the finite element context as long as quadrature formulas with positive quadrature weights are chosen.

**Remark 2.1.** In practice, for appropriate quadrature formulas adapted to the finite element space $V_h$, the positivity of the quadrature weights induces a stronger property, namely the existence of $\gamma > 0$ such that

$$\forall v_h \in V_h, \quad \int_{\Omega}^h |v_h|^2 \geq \gamma \int_{\Omega} |v_h|^2.$$  

On the other hand, one can choose a quadrature rule that makes the mass matrix become diagonal. This is called mass lumping and can lead to explicit schemes (see section 10.4 pages 305 to 313 of [22] for a mathematical approach).

For a smooth enough function $H$, typically $H \in C^2(\mathbb{R})$, the existence and uniqueness of a local (in a maximum time interval $[0, T_h]$) solution $u_h$ of (16) is a direct and easy consequence of standard theorems from the theory of ordinary differential equations [20], with the regularity

$$u_h \in C^2(0, T_h; V_h).$$

Our next result allows us to show that the solution is for each $h$ global in time ($T_h = +\infty$) and provides $H^1$ stability estimates.

**Theorem 2.1.** The scheme (16) preserves a semi discrete energy, i.e. the solution $u_h$ of the scheme satisfies:

$$\frac{d}{dt} E_h(t) = 0, \quad \text{with } \quad E_h(t) = \frac{1}{2} \int_{\Omega}^h |\partial_x u_h|^2 + \int_{\Omega}^h H(\partial_x u_h).$$

**Proof.** This property comes directly from the variational formulation, with $v_h = \partial_x u_h$ which belongs to $V_h$. Then we have:

$$\int_{\Omega}^h (\partial_x u_h) \cdot (\partial_x v_h) + \int_{\Omega}^h \nabla H(\partial_x u_h) \cdot \partial_x (\partial_x u_h) = 0$$

that can be rewritten

$$\int_{\Omega}^h \frac{1}{2} |\partial_x u_h|^2 + \int_{\Omega}^h H(\partial_x u_h) = 0,$$

which leads to the result. \hfill \Box

We easily deduce from theorem 2.1 the following discrete $H^1$ stability result:

**Corollary 2.1.** Let us assume hypothesis ($H2$). Then, there exists $C > 0$ such that

$$\int_{\Omega}^h |\partial_x u_h(t)|^2 \leq C E_h(0), \quad \forall t \geq 0. \quad (24)$$

**Proof.** Theorem 2.1 implies

$$\int_{\Omega}^h H(\partial_x u_h) \ dx = E_h(0) - \frac{1}{2} \int_{\Omega}^h |\partial_x u_h|^2 \ dx.$$

Using the hypotheses (23) and ($H2$), we get

$$K \int_{\Omega}^h |\partial_x u_h|^2 \leq \int_{\Omega}^h H(\partial_x u_h) \ dx \leq E_h(0).$$

\hfill \Box

**Remark 2.2.** As in Remark 2.1, with appropriate quadrature formulas adapted to the finite element space $V_h$, (24) yields uniform $H^1$ upper bounds for (16) (one uses in particular a discrete form of Poincaré’s inequality.)
2.2. Time discretization: construction of energy preserving schemes

2.2.1. A class of energy preserving schemes

As announced previously, we investigate the question of finding finite difference schemes that preserve rigorously a discrete energy. Such schemes are well known in the linear case, which corresponds to

\[ H(\mathbf{v}) = \frac{1}{2} \mathbf{A} \mathbf{v} \cdot \mathbf{v}, \quad (\implies \nabla H(\mathbf{v}) = \mathbf{A} \mathbf{v}) \]  

(25)

that is to say to the linear hyperbolic system

\[ \partial_t^2 \mathbf{u} - \mathbf{A} \partial_x^2 \mathbf{u} = 0 \]  

(26)

and its corresponding semi-discrete version, using the notation of the previous paragraph

\[ \frac{d^2}{dt^2} \left( \int_\Omega \mathbf{u}_h \cdot \mathbf{v}_h \right) + \int_\Omega \mathbf{A} \partial_t \mathbf{u}_h \cdot \partial_x \mathbf{v}_h = 0, \forall \mathbf{v}_h \in V_h, \]  

(27)

which preserves the quadratic discrete energy

\[ E_h(t) = \frac{1}{2} \int_\Omega \mathbf{u}_h^0 \cdot \mathbf{u}_h^0 + \frac{1}{2} \int_\Omega \mathbf{A} \mathbf{u}_h \cdot \mathbf{u}_h. \]  

(28)

In this case, there is a natural class of energy preserving schemes, called the \( \theta \)-schemes, where \( \theta \in [0, 1/2] \) is an averaging parameter. Those schemes belong to the more general class of Newmark schemes (see chapter XX of [9]) that also contains dissipative schemes. Using a constant time step \( \Delta t \) and denoting by \( \mathbf{u}_h^n \) the approximation of \( \mathbf{u}_h(t^n) \), this scheme is, in its variational form:

\[ \forall \mathbf{v}_h \in V_h, \int_\Omega \mathbf{u}_h^{n+1} - 2\mathbf{u}_h^n + \mathbf{u}_h^{n-1} \cdot \mathbf{v}_h + \int_\Omega \mathbf{A} \partial_t \mathbf{u}_h \cdot \partial_x \mathbf{v}_h = 0. \]  

(29)

The solution of this scheme satisfies the conservation of a discrete energy

\[ E_h^{n+\frac{1}{2}} = E_h^{n-\frac{1}{2}} \]  

(30)

where the discrete energy \( E_h^{n+\frac{1}{2}} \) corresponding to time \( t^{n+\frac{1}{2}} = (n + \frac{1}{2})\Delta t \) is given by

\[ E_h^{n+\frac{1}{2}} = \frac{1}{2} \int_\Omega \left| \frac{\mathbf{u}_h^{n+1} - \mathbf{u}_h^n}{\Delta t} \right|^2 + \frac{1}{2} \int_\Omega \mathbf{A} \partial_x \left( \mathbf{u}_h^{n+1/2} \right) \cdot \partial_x \left( \mathbf{u}_h^{n+1/2} \right) \]  

\[ + \frac{1}{2} \left( \theta - 1 \right) \Delta t^2 \int_\Omega \mathbf{A} \partial_x \left( \frac{\mathbf{u}_h^{n+1} - \mathbf{u}_h^n}{\Delta t} \right) \cdot \partial_x \left( \frac{\mathbf{u}_h^{n+1} - \mathbf{u}_h^n}{\Delta t} \right) \]  

where we have set \( \mathbf{u}_h^{n+1/2} := \frac{\mathbf{u}_h^{n+1} + \mathbf{u}_h^n}{2} \).

The identity (30) is easily derived by taking \( \mathbf{v}_h = \left( \mathbf{u}_h^{n+1} - \mathbf{u}_h^{n-1} \right)/2\Delta t \) as a test function in (29).

The conservation of the energy \( E_h^{n+\frac{1}{2}} \) automatically provides the stability of the scheme when \( \theta \geq 1/4 \) since \( E_h^{n+\frac{1}{2}} \) is always positive.

When \( \theta < 1/4 \), the scheme is stable under the stability condition

\[ (1 - 4\theta) \frac{\Delta t^2}{4} \sup_{\mathbf{v}_h \in V_h} \left[ \int_\Omega \mathbf{A} \partial_x \mathbf{v}_h \cdot \partial_x \mathbf{v}_h \right] \leq 1 \]  

(31)

which is nothing but the condition that ensures the positivity of \( E_h^{n+\frac{1}{2}} \).

When \( \theta = 0 \), one gets the well-known leap-frog scheme - or explicit scheme - which is explicit in practice when one achieves mass lumping (see remark 2.1).

Our objective is in some sense to generalize the \( \theta \)-scheme to the nonlinear case, with as main objective the preservation of a discrete energy guaranteeing the stability of the scheme.

Of course the problem of energy preserving schemes is close to the problem of symplectic schemes [30] for the discretization of Hamiltonian differential equations, whose purpose is to preserve other invariants of the continuous problems. These invariants are of more geometrical nature and linked to the preservation of symmetries of the system. In general, such schemes cannot preserve a discrete energy (see [34]) but can succeed in “almost preserving” such an energy over large times [18, 19, 29]. Some authors have carried out a comparison between symplectic and energy preserving schemes, and found the latter “more accurate” (see [10, 14, 15]).

In what follows, we are going to investigate a class of three point schemes for the time discretization of (16). These schemes have the same type of structure as the \( \theta \)-schemes and include all the linear schemes. They will be based on a function: that we shall call the “approximate gradient”:

\[ \nabla H : \mathbb{R}^N \times \mathbb{R}^N \times \mathbb{R}^N \longrightarrow \mathbb{R}^N \]  

(32)

that should satisfy the consistency condition

\[ \forall \mathbf{v} \in \mathbb{R}^N, \quad \nabla H(\mathbf{v}, \mathbf{v}, \mathbf{v}) = \nabla H(\mathbf{v}). \]  

(33)

Using such an approximate gradient, the fully discrete version of (16) is

\[ \forall \mathbf{v}_h \in V_h, \int_\Omega \mathbf{u}_h^{n+1} - 2\mathbf{u}_h^n + \mathbf{u}_h^{n-1} \cdot \mathbf{v}_h + \int_\Omega \mathbf{A} \partial_t \mathbf{u}_h \cdot \partial_x \mathbf{v}_h = 0. \]  

(34)

For the sequel, we shall assume that \( \nabla H \) is a “smooth enough” function. Note that

- One obtains an explicit scheme (provided mass lumping) as soon as

\[ \nabla H(\mathbf{u}, \mathbf{v}, \mathbf{w}) \text{ is independent of } \mathbf{u}. \]  

(35)
that is to say, using the consistency condition (33)

\[ \nabla H(\partial_u u^{n+1}, \partial_v u^n, \partial_v u^{n-1}) = \nabla H(\partial_u u^n, \partial_v u^n, \partial_v u^n) + O(\Delta t^2) \]

That is to say, using the symmetry condition (36), we get

\[ D_3 \nabla H(\mathbf{u}, \mathbf{v}, \mathbf{w}) = D_3 \nabla H(\mathbf{w}, \mathbf{v}, \mathbf{u}), \quad \forall (\mathbf{u}, \mathbf{v}, \mathbf{w}) \in (\mathbb{R}^N)^3 \]

so that we can write

\[ \nabla H(\partial_u \mathbf{u}^{n+1}, \partial_v \mathbf{u}^n, \partial_v \mathbf{u}^{n-1}) = \nabla H(\partial_u \mathbf{u}^n) + O(\Delta t^2) \]

\[ + D_3 \nabla H(\partial_u \mathbf{u}^n, \partial_v \mathbf{u}^n, \partial_v \mathbf{u}^n)(\partial_u u^{n+1} - 2\partial_u \mathbf{u}^n + \partial_u u^{n-1}), \]

that is to say, since

\[ (\partial_u u^{n+1} - 2\partial_u \mathbf{u}^n + \partial_u u^{n-1}) = O(\Delta t^2), \]

\[ \nabla H(\partial_u \mathbf{u}^{n+1}, \partial_v \mathbf{u}^n, \partial_v \mathbf{u}^{n-1}) = \nabla H(\partial_u \mathbf{u}^n) + O(\Delta t^2). \]

(39)

It suffices to substitute (38) and (39) into (37) and to use the fact that \( u_h(\cdot) \) is a solution of (16) to conclude that

\[ \mathcal{E}(v_h) = O(\Delta t^2). \]

To investigate the preservation of a discrete energy, we choose \( v_h = (u_h^{n+1} - u_h^{n-1})/2\Delta t \) as a test function in (34) (as in the linear case) and obtain

\[ 0 = \frac{1}{\Delta t} \left\{ \frac{1}{2} \int_{\Omega} \left( u_h^{n+1} - u_h^{n-1} \right)^2 \Delta t - \frac{1}{2} \int_{\Omega} \frac{\left| u_h^n - u_h^{n-1} \right|^2}{\Delta t} \right\} \]

\[ + \int_{\Omega} \nabla H(\partial_u u_h^{n+1}, \partial_v u_h^n, \partial_v u_h^{n-1}) \cdot \partial_u \left( \frac{u_h^{n+1} - u_h^{n-1}}{2\Delta t} \right). \]

This identity leads us to make the following definition

**Definition 2.1.** The function \( \nabla H \) is called “conservative” (we shall also say that the corresponding scheme is “conservative” or “energy preserving” if and only if there exists a scalar function (a discrete potential energy)

\[ H : \mathbb{R}^N \times \mathbb{R}^N \rightarrow \mathbb{R} \]

\[ (\mathbf{u}, \mathbf{v}) \rightarrow \mathbb{H}(\mathbf{u}, \mathbf{v}) \]

such that \( \forall (\mathbf{u}, \mathbf{v}, \mathbf{w}) \in (\mathbb{R}^N)^3, \)

\[ \nabla H(\mathbf{u}, \mathbf{v}) \cdot (\mathbf{u} - \mathbf{w}) = \mathbb{H}(\mathbf{u}) - \mathbb{H}(\mathbf{v}). \]

(42)

**Remark 2.4.** Note that (42) implies in particular the symmetry of \( \mathbb{H} : \)

\[ \forall (\mathbf{u}, \mathbf{v}) \in \mathbb{R}^N \times \mathbb{R}^N, \quad \mathbb{H}(\mathbf{u}, \mathbf{v}) = \mathbb{H}(\mathbf{v}, \mathbf{u}). \]

(43)

Of course, for consistency reasons, the discrete potential energy \( \mathbb{H} \) should also satisfy (in agreement with (33))

\[ \forall \mathbf{v} \in \mathbb{R}^N, \quad \mathbb{H}(\mathbf{v}) = H(\mathbf{v}). \]

(44)

Assuming that \( \nabla H \) is conservative, we deduce from (42) that

\[ \nabla H(\partial_u u_h^{n+1}, \partial_v u_h^n, \partial_v u_h^{n-1}) \cdot \partial_u \left( \frac{u_h^{n+1} - u_h^{n-1}}{2\Delta t} \right) = 0 \]

(45)

which is a discrete equivalent of the derivation rule for composed functions:

\[ \frac{\partial}{\partial t} H(\partial_u \mathbf{u}) = \nabla H(\partial_u \mathbf{u}) \cdot \partial^2 \partial_u \mathbf{u}. \]

(46)

Joining (45) to (40) leads to the following lemma:

**Lemma 2.1.** If \( u_h^n \) is a solution of (34), with \( \nabla H \) conservative in the sense of definition 2.1, it satisfies the energy conservation property:

\[ H^{n+\frac{1}{2}} = H^{n-\frac{1}{2}}, \]

(47)

where the discrete energy \( H^{n+\frac{1}{2}} \) corresponding to time \( t^{n+\frac{1}{2}} = (n + \frac{1}{2})\Delta t \) is given by

\[ H^{n+\frac{1}{2}} = \frac{1}{2} \int_{\Omega} \left| \frac{u_h^{n+1} - u_h^{n-1}}{\Delta t} \right| \Delta t + \int_{\Omega} \mathbb{H}(\partial_u u_h^{n+1}, \partial_v u_h^n) \]

(48)

where \( \mathbb{H} \) is the discrete potential energy associated to \( \nabla H \) (see (42)).
An immediate consequence (we omit the details of the proof) of this lemma is the following corollary:

**Corollary 2.2.** If the discrete potential energy $\mathbb{H}$ is positive

$$\forall (u, v) \in \mathbb{R}^N, \quad \mathbb{H}(u, v) \geq 0,$$  

then the scheme is unconditionally $L^2$-stable in the sense that the $L^2$ norm in space of any solution $u_h^n$ is uniformly (with respect to $h$ and $\Delta t$) bounded.

**Remark 2.5.** In the linear case, i.e. $H(v) = \frac{1}{2} A v \cdot v$, the $\theta$-scheme corresponds to

$$\nabla H(u, v, w) = A (\theta u + (1 - 2\theta)v + \theta w)$$

and the positivity property (49) is unconditionally satisfied if and only if $\theta \geq \frac{1}{2}$.

Before investigating more elaborate discretizations, let us consider the case of the most naïve scheme to discretize (16), which is the most natural extension to the non linear case of the explicit leap frog scheme ($\theta = 0$) for the linear case : $\forall \nabla v_h \in V_h$,

$$\int_{\Omega} u_h^{n+1} - 2u_h^n + u_h^{n-1} \over \Delta t^2 \cdot \nabla v_h + \int_{\Omega} \nabla H(\partial u, u_h^n) \cdot \partial v_h = 0.$$  

which corresponds to

$$\nabla H(u, v, w) = \nabla H(v).$$


**Lemma 2.2.** The explicit scheme (50) is conservative in the sense of the definition 2.1 if and only if the original equation is linear.

**Proof.** According to definition 2.1, we look for a discrete potential energy $\mathbb{H}(u, v)$ such that $\forall (u, v, w) \in (\mathbb{R}^N)^3$

$$\mathbb{H}(u, v) - \mathbb{H}(v, w) = F(v) \cdot \frac{(u - w)}{2},$$  

with $F(v) := \nabla H(v).$  

Our objective is to show that if $\mathbb{H}(u, v)$ exists, $F(v) = \nabla H(v)$ is necessarily linear in $v$. In what follows we shall denote $\nabla_1 \mathbb{H}(u, v)$ (resp $\nabla_2 \mathbb{H}(u, v)$) the gradient of the function $u \mapsto \mathbb{H}(u, v)$ (respectively $v \mapsto \mathbb{H}(u, v)$).

First, differentiating (52) with respect to $u$ leads to the identity

$$\nabla_1 \mathbb{H}(v, w) = \frac{1}{2} F(v), \quad \forall (v, w) \in \mathbb{R}^N \times \mathbb{R}^N.$$  

Next, differentiating (52) with respect to $v$ leads to

$$\nabla_2 \mathbb{H}(u, v) - \nabla_1 \mathbb{H}(v, w) = \frac{1}{2} DF(v)^*(u - w),$$

$$\forall (u, v, w) \in \mathbb{R}^N \times \mathbb{R}^N \times \mathbb{R}^N,$$

where $(DF(u) \in L(\mathbb{R}^N)$ denotes the differential of $F(u)$ and $DF(u)^*$ its adjoint with respect the usual inner product in $\mathbb{R}^N$). Using (53) one can write

$$\nabla_2 \mathbb{H}(u, v) = \frac{1}{2} F(w) + \frac{1}{2} DF(v)^*(u - w),$$

$$\forall (u, v, w) \in \mathbb{R}^N \times \mathbb{R}^N \times \mathbb{R}^N.$$  

Finally, we differentiate (55) with respect to $w$ to obtain

$$0 = \frac{1}{2} DF(w)^* - \frac{1}{2} DF(v)^*, \quad \forall (v, w) \in \mathbb{R}^N \times \mathbb{R}^N.$$  

This means that $DF(v)$ is constant in $v$, i.e. that $F$ is linear, which completes the proof.

We have in fact a more general result.

**Lemma 2.3.** Let us consider a scheme of the form (34) that is explicit, i.e. $\nabla H$ is independent of $u$, and consistent. It is conservative in the sense of the definition 2.1 if and only if $\nabla H$ is linear and $\nabla H(u, v, w) = \nabla H(v)$.

**Proof.** Assume that there exists a discrete potential energy $\mathbb{H}(u, v)$ such that $\forall (u, v, w) \in (\mathbb{R}^N)^3$

$$\mathbb{H}(u, v) - \mathbb{H}(v, w) = F(v) \cdot \frac{(u - w)}{2},$$

with $F(v) := \nabla H(v, w)$. Differentiating twice (57) once with respect to $u$ the other with respect to $w$, we get

$$D_2 F(v, w) = 0,$$

where $D_2 F(v, w)$ is the differential of the function $w \mapsto F(v, w)$. This means that $F(v, w)$ does not depend on $w$, i.e.

$$F(v, w) \equiv F(v).$$

The consistency condition then implies $F(v) = \nabla H(v)$ and we can then use lemma 2.2 to conclude.

This last lemma shows that, except in the linear case, conservativity in the sense of definition 2.1 implies that the scheme is implicit.

2.2.2. The case of the scalar nonlinear wave equation

We consider the scalar wave equation (N=1), in which case we can write without any ambiguity (we omit the index h for simplicity)

$$u \equiv u_1,$$

and (9) simply becomes

$$\partial_t^2 u_1 - \partial_x \{ F(\partial_x u_1) \} = 0, \quad F := H' \quad (\equiv \nabla H),$$

and the scheme (34) may be written $\forall v_1 \in V_h$,

$$\int_{\Omega} \frac{u_1^{n+1} - 2u_1^n + u_1^{n-1}}{\Delta t^2} \cdot v_1 + \int_{\Omega} \nabla H(\partial_x u_1^{n+1}, \partial_x u_1^{n+1}, \partial_x u_1^{n-1}) \cdot \partial_x v_1 = 0.$$
The conservativity condition (42) is simply
\[ \nabla H(u_1, v_1, w_1) \cdot \frac{(u_1 - u_1)}{2} = \mathbb{H}(u_1, v_1) - \mathbb{H}(v_1, w_1), \]
\[ \forall (u_1, v_1, w_1) \in (\mathbb{R})^3. \] (61)

We notice that, given a discrete energy function \( \mathbb{H}(u_1, v_1) : \mathbb{R}^2 \mapsto \mathbb{R} \), satisfying the symmetry condition (that we know to be necessary - cf remark 2.4):
\[ \forall (u_1, v_1) \in \mathbb{R} \times \mathbb{R}, \quad \mathbb{H}(u_1, v_1) = \mathbb{H}(v_1, u_1). \] (62)

Condition (61) determines completely \( \nabla H(u_1, v_1, w_1) \) (this is due to the fact that \( \nabla H(u_1, v_1, w_1) \) is real valued, which holds only when \( N = 1 \) as (note that we use the symmetry of \( \mathbb{H} \) and that \( H \) is smooth):
\[ \mathbb{H}(u_1, v_1, w_1) = \begin{cases} \mathbb{H}(u_1, v_1) - \mathbb{H}(w_1, v_1), & \text{if } u_1 \neq w_1, \\ \frac{u_1 - w_1}{2}, & \text{if } u_1 = w_1. \end{cases} \] (63)

In fact, given any positive symmetric function \( \mathbb{H}(u_1, v_1) \) satisfying the consistency condition (42), the function of 2 variables:
\[ \delta \Phi(u_1, w_1) = \begin{cases} \frac{\Phi(u_1) - \Phi(w_1)}{u_1 - w_1}, & \text{if } u_1 \neq w_1, \\ \Phi'(w_1), & \text{if } u_1 = w_1. \end{cases} \] (69)

and rewrite (67) and (68) as respectively
\[ \forall v_1 \in \mathcal{V}_h, \quad \oint_{\partial} u_1^{n+1} - 2u_1^n + u_1^{n-1} \cdot v_1 + \oint_{\partial} \delta u \cdot \partial_x u = 0, \] (70)
\[ \forall v_1 \in \mathcal{V}_h, \quad \oint_{\partial} u_1^{n+1} - 2u_1^n + u_1^{n-1} \cdot v_1 + \oint_{\partial} \delta u \cdot \partial_x u = 0. \] (71)

**Remark 2.7.** The scheme (67) is found in several publications in the scalar case ([12, 16, 23, 25, 31]).

The reader will easily check that in the linear case, the scheme (67) gives the \( \theta \)-scheme with \( \theta = 1/2 \) while the scheme (68) gives the \( \theta \)-scheme with \( \theta = 1/4 \). Other \( \theta \)-schemes can be recovered in the linear case by choosing for the discrete energy \( \mathbb{H} \) an appropriate linear combination of the two functions (67) and (68).

### 2.2.3. A class of partially decoupled implicit schemes

We come back to the general case of systems, i.e. \( N \geq 1 \) and set \( u_\ell = (u_1, u_2, \ldots, u_N) \). If we look at the equation number \( \ell \) of the system (9), it may be written:
\[ \partial_x^2 u_\ell \partial_x [\partial_x H] = 0, \] (72)
where \( \partial_x H \) denotes the derivative of \( H \) with respect to its \( \ell \)-th variable and by convention, for any \( \mathbf{v} = (v_j) \in \mathbb{R}^N \),
\[ v_j \neq \ell \]
\[ = (v_1, \ldots, v_{\ell-1}, v_{\ell+1}, \ldots, v_N) \] (73)
so that
\[ \mathbf{v} = (v_j) \equiv (v_j, v_j \neq \ell). \]

Assuming that \( u_j \neq \ell \) is known, this is for \( u_\ell \) a 1D equation very similar to (59). Thus, the most natural generalization of the scheme (70) is (with \( \mathcal{V}_h = \prod \mathcal{V}_\ell \)
\[ \oint_{\partial} u_1^{n+1} - 2u_1^n + u_1^{n-1} \cdot v_1 + \oint_{\partial} \delta u \cdot \partial_x u = 0, \] (74)
where we have introduced a new notation for the multidimensional generalization of (69) : to any scalar function of \( N \) variables \( \Phi(v_1, \ldots, v_N) \), we associate the function of \( N+1 \) variables (with notations similar to the previous ones - we omit the details):
\[ \delta \Phi(u_\ell, v_\ell; v_j \neq \ell) = \begin{cases} \Phi(u_\ell, v_j \neq \ell) - \Phi(u_\ell, v_j \neq \ell), & \text{if } u_\ell \neq w_\ell, \\ \partial_x \Phi(u_\ell, v_j \neq \ell), & \text{if } u_\ell = w_\ell. \end{cases} \] (75)
The scheme (74) is clearly of the form (34) with
\[ \nabla H(u, v, w) := \left( \delta_i H(u, w; v; j \neq i), \delta_i H(u, w; v; j \neq i) \right)_{1 \leq i \leq N} . \] (76)
The question is: is this scheme energy preserving in the sense of definition 2.1?

In other words, we wish to know if it is always possible to find a function \( \mathbb{H} : (\mathbb{R}^N)^2 \rightarrow \mathbb{R} \) such that for any \((u, v, w)\),
\[ \mathbb{H}(u, v) - \mathbb{H}(v, w) = \frac{1}{2} \left\{ \sum_{k=1}^{N} [H(u_k; v; j \neq k) - H(w_k; v; j \neq k)] \right\} \] (77)
We will answer this question gradually in \( N \).

**Lemma 2.4.** Assume \( N = 1 \). The approximate gradient defined by (76) is conservative in the sense of definition 2.1, and the only discrete potential energy \( \mathbb{H} \) that satisfies the consistency property (44) is written
\[ \mathbb{H}(u_1, v_1) = \frac{1}{2} [H(u_1) + H(v_1)] . \] (78)

**Proof.** When \( N = 1 \), the problem (77) becomes: find a function \( \mathbb{H} : \mathbb{R}^2 \rightarrow \mathbb{R} \) such that for any \((u_1, v_1) \in \mathbb{R}^2:
\[ \mathbb{H}(u_1, v_1) - \mathbb{H}(v_1, u_1) = \frac{H(u_1) - H(v_1)}{2} . \] (79)

Let us assume that such a function exists and differentiates (79) with respect to \( u_1 \). We get:
\[ \partial_{u_1} \mathbb{H}(u_1, v_1) = \frac{1}{2} H'(u_1) , \]
which implies the existence of \( \phi : \mathbb{R} \rightarrow \mathbb{R} \) such that
\[ \mathbb{H}(u_1, v_1) = \frac{1}{2} H(u_1) + \phi(v_1) . \] (80)
Substituting (2.2.3) into (79), we get: \( \forall (u_1, v_1, w_1) \in \mathbb{R}^3:
\[ \left\{ \frac{1}{2} H(u_1) + \phi(v_1) \right\} - \left\{ \frac{1}{2} H(v_1) + \phi(v_1) \right\} = \frac{H(u_1) - H(v_1)}{2} . \]

After differentiation in \( v_1 \), we get
\[ \phi'(v_1) = \frac{1}{2} H'(v_1) \Rightarrow \phi(y) = \frac{1}{2} H(y) + c, \quad c \in \mathbb{R} , \]
which yields
\[ \mathbb{H}(u_1, v_1) = \frac{1}{2} [H(u_1) + H(v_1)] + c . \]
It is easy to verify that (79) is satisfied, and (44) is satisfied if and only if \( c = 0 \). \( \square \)

**Lemma 2.5.** Assume \( N = 2 \). The approximate gradient defined by (76) is conservative in the sense of definition 2.1, and the only discrete potential energy \( \mathbb{H} \) that satisfies the consistency property (44) is written
\[ \mathbb{H}(u_1, u_2; v_1, v_2) = \frac{1}{2} [H(u_1, v_2) + H(v_1, u_2)] . \] (81)

**Proof.** The problem (77) becomes: find a function \( \mathbb{H} : \mathbb{R}^4 \rightarrow \mathbb{R} \) such that for any \((u_1, u_2, v_1, v_2) \in \mathbb{R}^6,
\[ \mathbb{H}(u_1, u_2; v_1, v_2) - \mathbb{H}(v_1, v_2; u_1, u_2) = \frac{1}{2} \left\{ H(u_1, v_2) - H(u_1, v_1) + H(v_1, u_2) - H(v_1, u_2) \right\} . \]

It is clear that \( \mathbb{H} \) given by (81) is a solution. Let us show that \( \mathbb{H} \) is necessarily of this form.

We first take \( u_2 = v_2 = w_2 = \lambda \):
\[ \mathbb{H}(u_1; \lambda; v_1, v_2) = \mathbb{H}(\lambda; v_1, v_2) = \frac{H(u_1; \lambda; v_1, v_2) + H(u_1, \lambda) - H(u_1, \lambda)}{2} . \]
The problem is reduced to a problem similar to (79) where \( \lambda \) plays the role of a parameter. By Lemma 2.4, we know that there exists a scalar 1D function \( c_1(\lambda) \) such that
\[ \mathbb{H}(u_1, \lambda; v_1, v_2) = \frac{H(u_1; \lambda; v_1, v_2) + H(u_1, \lambda) + c_1(\lambda)}{2} . \] (82)

In the same way, taking \( u_1 = v_1 = w_1 = \mu \) in (82), we deduce that
\[ \mathbb{H}(\mu, u_2; \mu, v_2) = \frac{H(\mu, u_2; \mu, v_2) + H(\mu, u_2) + c_2(\mu)}{2} . \] (83)

Thus taking \( u_1 = v_1 = \mu \) in (82) and \( u_2 = \lambda \) in (83), we find that \( c_2(\lambda) = c_2(\mu), \forall (\lambda, \mu) \in \mathbb{R}^2 \), that is to say
\[ c_1(\lambda) = c_2(\mu) = c \in \mathbb{R} , \] (84)
The identity (82), combined with (84), implies that, \( (u_1, v_1) \) being fixed, we know (up to an additive constant) the function \( (u_2, v_2) \mapsto \mathbb{H}(u_1, u_2; v_1, v_2) \) along the diagonal \( u_2 = v_2 \). To determine completely this function, it suffices a priori to establish a first order ODE satisfied by \( \mathbb{H}(u_1, u_2; v_1, v_2) \). This can be done by differentiating (82) with respect to \( u_2 \):
\[ \frac{\partial \mathbb{H}}{\partial u_2}(u_1, u_2; v_1, v_2) = \frac{1}{2} \partial_{u_2} H(v_1, u_2) . \] (85)

Reintegrating (85) between \( u_2 \) and \( v_2 \) leads to
\[ \mathbb{H}(u_1, u_2; v_1, v_2) = \mathbb{H}(u_1, v_1; v_2) + \frac{1}{2} [H(u_1, v_2) - H(v_1, v_2)] . \]

Using (82) and (84), we get
\[ \mathbb{H}(u_1, u_2; v_1, v_2) = \frac{1}{2} \left[ H(u_1, v_2) + H(v_1, u_2) \right] + c . \] (86)
The consistency condition (44) yields \( c = 0 \), i.e. (81). \( \square \)

Unfortunately, the extension of these results to dimensions greater than 2 is not possible, except for very special potential energies \( H \) (the sums of functions of two variables). Let us state a precise result:
Lemma 2.6. Assume $N \geq 2$. The approximate gradient defined by (76) is conservative in the sense of definition 2.1, i.e. there exists a discrete potential energy $\mathbb{H}$ such that (77) is satisfied, if and only if

$$\exists \{ H_{ij} : \mathbb{R}^2 \to \mathbb{R}, i < j \} / H(v) = \sum_{i<j} H_{ij}(v_i, v_j)$$ (87) or equivalently

$$\forall p < q < r, \quad \partial_{pq}^2 H(v) = 0.$$ (88)

In this case the only discrete potential energy $\mathbb{H}$ that satisfies the consistency property (44) is given by

$$\mathbb{H}(u, v) = \frac{1}{2} \sum_{i<j} \{H_{ij}(u_i, v_j) + H_{ij}(v_i, u_j)\}$$ (89)

PROOF. The easy part of the proof is to check that if $H$ is given by (87), (77) is satisfied with the discrete potential energy (89). The reader can refer to [7] for this point of the proof as well as a more detailed version of what follows.

It is less immediate that the existence of $\mathbb{H}$ satisfying (77) implies (87) and (89). We shall show this in three steps.

Step 1 : we prove that for any $N$ we have

$$\mathbb{H}(u, v) = \frac{1}{2} \sum_{k=1}^{N} H(u_k, (v_i)_{i \neq k}) - (N-2)H(v),$$ (90)

which is nothing but $\mathbb{H}$.

The proof is by induction on $N$. First note that for $N = 1$ (resp. $N = 2$), $(\mathcal{P}_N)$ is nothing but Lemma 2.4 (resp. Lemma 2.5).

Let us assume that $(\mathcal{P}_N)$ is true and let us prove $(\mathcal{P}_{N+1})$.

We start from (77) written with $N+1$ variables, i.e.

$$\mathbb{H}(u, v) - \mathbb{H}(w, v) = \frac{1}{2} \sum_{k=1}^{N+1} [H(u_k; (v_i)_{i \neq k}) - H(w_k; (v_i)_{i \neq k})].$$ (91)

We follow the proof of lemma 2.5. Let us choose in (90) $(u, v, w)$ such that $u_{N+1} = v_{N+1} = \lambda$. In this case, the last term in the sum of the right hand side vanishes and we have, (setting $u^N = (u_1, \ldots, u_N) \in \mathbb{R}^N$ and $v^N = (v_1, \ldots, v_N) \in \mathbb{R}^N$)

$$\mathbb{H}_\lambda(u^N, v^N) - \mathbb{H}_\lambda(u^N, v^N) = \sum_{k=1}^{N} \left[H_{\lambda}(u_k, (v_i)_{i \neq k}) - H_{\lambda}(w_k, (v_i)_{i \neq k})\right].$$ (91)

where we have set for any $(u^N, v^N) \in \mathbb{R}^N$ and $\lambda \in \mathbb{R}$, $\mathbb{H}_\lambda(u^N, v^N) := \mathbb{H}(u^N, \lambda, (v_i, \lambda)), \quad H_{\lambda}(u^N, \lambda) = H_{\lambda}(u^N, \lambda)$.

In (91) we recognize (77) for $(\mathbb{H}_\lambda, H_{\lambda})$. Thus applying $(\mathcal{P}_N)$ we deduce that, for some $c_{N+1} : \mathbb{R} \to \mathbb{R},$

$$\mathbb{H}(u_k)_{1 \leq k \leq N}, \lambda; (v_k)_{1 \leq k \leq N}, \lambda) = c_{N+1}(\lambda) + \frac{1}{2} \sum_{k=1}^{N} H(u_k, (v_i)_{i \neq k}, \lambda) - (N-2)H(v_k)_{1 \leq k \leq N}, \lambda).$$ (92)

Using the same argument after having chosen $x_i = y_i = z_i = \lambda_i$ for $i = 1, \ldots, N$, we deduce the existence of $c_i : \mathbb{R} \to \mathbb{R}$ such that, with obvious notations

$$\mathbb{H}(u_k, (v_i)_{i \neq k}, \lambda) = c_i(\lambda) + \frac{1}{2} \sum_{k=1}^{N} H(u_k, (v_i)_{i \neq k}, \lambda) - (N-2)H(v_k)_{i \neq k}, \lambda).$$ (93)

Taking $x_k = y_k = z_k = \lambda_k$ and $\lambda = \lambda_i$ in (93), we obtain

$$\mathbb{H}(x_i, (v_i)_{i \neq k}, \lambda) = c_i(\lambda)$$ for $i \neq j,$ which implies the existence of a constant $c$ such that

$$c_i(\lambda) = c,$$ for any $1 \leq i \leq N + 1.$

Thus, going back to (92) with $\lambda = v_{N+1}$, we can write

$$\mathbb{H}(u^N, v_{N+1}; v) = c + \frac{1}{2} \sum_{k=1}^{N} H(u_k, (v_i)_{i \neq k}) - (N-2)H(v),$$ (94)

We now differentiate (90) with respect to $u_{N+1}$ to get

$$\frac{\partial \mathbb{H}}{\partial u_{N+1}}(u, v, w) = \frac{1}{2} \partial_{N+1} H(v^N, u_{N+1})$$ (95)

that we reintegrate (in $u_{N+1}$ again) between $v_{N+1}$ and $u_{N+1}$ to obtain

$$\mathbb{H}(u^N, u_{N+1}; v) - \mathbb{H}(v^N, u_{N+1}) = \frac{1}{2} \sum_{k=1}^{N} H(u_k, (v_i)_{i \neq k}) - (N-2)H(v).$$ (96)

which is nothing but $\mathcal{P}_{N+1}$.

Step 2 : we show that $(\mathcal{P}_N)$ and (77) imply (87).

We substitute the expression for $\mathbb{H}$ given by $(\mathcal{P}_N)$ into (77):

$$\begin{aligned}
\frac{1}{2} \sum_{k=1}^{N} H(u_k, (v_i)_{i \neq k}) - (N-2)H(v) \\
- \frac{1}{2} \sum_{k=1}^{N} H(u_k, (v_i)_{i \neq k}) - (N-2)H(w) \\
= \frac{1}{2} \sum_{k=1}^{N} H(u_k, (v_i)_{i \neq k}) - (N-2)H(v) \\
= \frac{1}{2} \sum_{k=1}^{N} H(u_k, (v_i)_{i \neq k}) - (N-2)H(v),
\end{aligned}$$

which leads to

$$\begin{aligned}
(N-2)[H(v) - H(w)] = \\
\sum_{k=1}^{N} H(u_k, (v_i)_{i \neq k}) - (N-2)H(v),
\end{aligned}$$
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Let us differentiate the above equality with respect to \( v_p \):
\[(N - 2) \frac{\partial_p H(v)}{\partial_p} = \sum_{k \neq p} \partial_k H(w_k, (v_t)_{t \neq k}) - \partial_p H(v_p, (w_t)_{t \neq p}).\]

Differentiating again with respect to \( w_q \) with \( q \neq p \), we get
\[
\frac{\partial^2_{pq} H(w_q, (v_t)_{t \neq q})}{} = \frac{\partial^2_{pq} H(v_p, (w_t)_{t \neq q})}{\partial p}.
\]

Finally, differentiating in \( v_r \) with \( r \notin \{p, q\} \) we get
\[
\frac{\partial_{pq} H(w_q, (v_t)_{t \neq q})}{\partial p} = 0,
\]
which yields (88), and thus (87), since \( v \) and \( w \) are arbitrary.

**Step 3**: We show that (87) implies (89).

The reader will easily check that, using (87)
\[
\sum_{k=1}^{N} H(u_k, (v_t)_{t \neq k}) = \sum_{i,j} \left( H_{ij}(u_i, v_j) + H_{ji}(v_i, u_j) \right) + \sum_{i<j} \sum_{k \notin \{i,j\}} H_{ij}(v_i, v_j).
\]

Substituting this formula into the expression for \( \mathbb{H} \) given by (\( \mathcal{P}_N \)), we get
\[
\mathbb{H}(u, v) = \frac{1}{2} \sum_{i<j} \left( H_{ij}(u_i, v_j) + H_{ji}(v_i, u_j) \right)
+ \frac{1}{2} \sum_{i<j} \sum_{k \notin \{i,j\}} H_{ij}(v_i, v_j)
- \frac{N-2}{2} \sum_{i<j} H_{ii}(v_i, v_j) + c.
\]

Then it suffices to remark that, by permutation of sums
\[
\sum_{i<j} \sum_{k \notin \{i,j\}} H_{ij}(v_i, v_j) = (N-2) \sum_{i<j} H_{ij}(v_i, v_j)
\]
and to use the consistency condition (44) to get \( c = 0 \).

This lemma shows that, except for very particular cases, energy preservation in the sense of definition 2.1 is only possible for **fully implicit schemes**.

2.2.4. Construction of fully implicit preserving schemes

Following the same idea as in the previous section, we can first look for schemes of the form
\[
\begin{align*}
\int_{\Omega} & u_t^{n+1} - 2u_t^n + u_t^{n-1} \cdot v_t + \\
\int_{\Omega} & \delta_t H(\partial_t u_t^{n+1}, \partial_t u_t^{n-1}; \partial_t [u_t^n]') \cdot \partial_t v_t = 0, \quad \forall v_t \in \mathcal{V}_t, \quad t = 1, \ldots, N,
\end{align*}
\]
where \([u_t^n]'\) represents some approximation of \( u_t(t^n) \), to be determined, using \( u_t^{n+1} \), \( u_t^n \) and \( u_t^{n-1} \) and that we authorize to depend on \( t \).

The decoupled schemes of section 2.2.3 correspond to \([u_t^n]' = u_t^n\). We need another choice to ensure conservativity for any \( n \). Let us consider
\[
[u_t^n]' = u_t^{n+sg(t-e)},
\]
where \( sg(.) \) is the usual sign function.

The interpretation of this choice is the following (the principle is similar to one of the Gauss-Seidel algorithm for linear systems): in the \( \ell \)th equation of (96), associated to the component \( u_\ell \), the other components \( u_j \) are evaluated at time \( t^{\ell-1} \) if \( j < \ell \) and at time \( t^{n+1} \) if \( j > \ell \). As an illustration, for \( N = 2 \) our scheme may be written
\[
\begin{align*}
\int_{\Omega} & u_1^{n+1} - 2u_1^n + u_1^{n-1} \cdot v_1 + \\
\int_{\Omega} & H(\partial_1 u_1^{n+1}, \partial_1 u_1^{n-1}) - H(\partial_1 u_1^{n-1}, \partial_1 u_1^{n-1}) \cdot \partial_1 v_1 = 0, \quad \forall v_1 \in \mathcal{V}_1, \\
\int_{\Omega} & u_2^{n+1} - 2u_2^n + u_2^{n-1} \cdot v_2 + \\
\int_{\Omega} & H(\partial_2 u_2^{n+1}, \partial_2 u_2^{n-1}) - H(\partial_2 u_2^{n-1}, \partial_2 u_2^{n-1}) \cdot \partial_2 v_2 = 0, \quad \forall v_2 \in \mathcal{V}_2.
\end{align*}
\]

With the choice (97), (96) enters the class (34) with
\[
\mathbb{V}H(u, v, w) := \delta_t H(u_t, w_t; [\beta_{\ell t} u_{\ell t} + (1 - \beta_{\ell t}) w_{\ell t}])_{\ell \neq t}
\]
where by definition \( \beta_{\ell t} = 1 \) if \( j < \ell \), \( 0 \) if \( j > \ell \).

**Lemma 2.7.** The approximate gradient (99) is conservative in the sense of definition 2.1 and the associate discrete energy is given by:
\[
\mathbb{H}(u, v) = \frac{1}{2} \left( H(u) + H(v) \right).
\]

**Proof.** Using (99), we have
\[
\mathbb{V}H(u, v, w) \cdot \frac{(u - w)}{2} = \frac{1}{2} \sum_{\ell} \left( \delta_t H(u_t, w_t; [\beta_{\ell t} u_{\ell t} + (1 - \beta_{\ell t}) w_{\ell t}])_{\ell \neq t} \right) (u_t - w_t).
\]

Using (75) and the definition of \( \beta_{\ell t} \), we can write
\[
\mathbb{V}H(u, v, w) \cdot \frac{(u - w)}{2} = \frac{1}{2} \left[ \sum_{\ell} H(u_1, \ldots, u_\ell, w_\ell+1, \ldots, w_N) - H(u_1, \ldots, u_\ell, w_{\ell-1}, \ldots, w_N) \right]
\]
As this is a telescopic sum, this results in
\[
\mathbb{V}H(u, v, w) \cdot \frac{(u - w)}{2} = \frac{1}{2} H(u_1, \ldots, u_N) - \frac{1}{2} H(w_1, \ldots, w_N) \equiv \mathbb{H}(u, v) - \mathbb{H}(v, w).
\]
which completes the proof.

\[\square\]
Remark 2.8. The reader will notice that, at a given time $t^{n+1}$, if the equations are solved one by one when increasing the value of $t$, the calculation of each component can be done in a decoupled way as in the scheme (74) : one has to solve a triangular non linear system instead of a diagonal non linear system with (74).

As emphasized by remark 2.8, the numbering of the equations of (9) (or equivalently the ranking of the components of $\mathbf{u}$) has an influence on the resulting scheme constructed with the above procedure. In other words, to any permutation $p \in S_N$, where $S_N$ is the group of permutations of $\{1, \ldots, N\}$, we can associate a scheme of the same nature as (96,74) namely

$$\int_{\Omega} \frac{h}{\Delta t^2} u_{n+1} - 2u_n + u_{n-1} \cdot v_r + \int_{\Omega} \delta_t (\partial_x u_{n+1}, \partial_x u_{n-1}, \partial_x u_{n+g(p(t) - p(j))}, \partial_x v_t) = 0, \quad \forall v_r \in V, \quad \ell = 1, \ldots, N,$$

which corresponds to the discrete gradient

$$\nabla (u, v, w) \equiv \nabla^p (u, v, w),$$

where by definition

$$\beta_{J^p} = 1 \text{ if } p(j) < p(\ell), \quad 0 \text{ if } p(j) > p(\ell).$$

Any of these schemes will preserve the same energy (48) with $\mathbb{H}$ given by (100).

As an illustration, for $N = 2$, we obtain a scheme that differs from (98) by exchanging the roles of the indices 1 and 2:

$$\int_{\Omega} \frac{h}{\Delta t^2} u_{n+1} - 2u_n + u_{n-1} \cdot v_1 + \int_{\Omega} \delta_t (\partial_x u_{n+1}, \partial_x u_{n-1}, \partial_x u_{n+1}, \partial_x v_1) = 0, \quad \forall v_1 \in V,$$

$$\int_{\Omega} \frac{h}{\Delta t^2} u_{n+1} - 2u_n + u_{n-1} \cdot v_2 + \int_{\Omega} \delta_t (\partial_x u_{n+1}, \partial_x u_{n-1}, \partial_x u_{n+1}, \partial_x v_2) = 0, \quad \forall v_2 \in V.$$

A major drawback to these schemes is that neither of them is centered in time (the property (36) is not satisfied) and they are consequently only first order accurate in time. From this point of view, they can not be considered as a generalization of the $\theta$-schemes.

To restore the second order accuracy which is valid for the scalar case, the idea is to take the "average" of these schemes, by choosing the average approximate gradient. For instance, in the case $N = 2$, the "average" of the schemes (98) and (104) is

$$\int_{\Omega} \frac{h}{\Delta t^2} u_{n+1} - 2u_n + u_{n-1} \cdot v_1 + \frac{1}{2} \int_{\Omega} \delta_t (\partial_x u_{n+1}, \partial_x u_{n-1}, \partial_x u_{n+1}) \cdot \partial_x v_1 = 0, \quad \forall v_1 \in V,$$

$$\int_{\Omega} \frac{h}{\Delta t^2} u_{n+1} - 2u_n + u_{n-1} \cdot v_2 + \frac{1}{2} \int_{\Omega} \delta_t (\partial_x u_{n+1}, \partial_x u_{n-1}, \partial_x u_{n+1}) \cdot \partial_x v_2 = 0, \quad \forall v_2 \in V.$$

The generalization to any $N$ consists in taking

$$\nabla H (u, v, w) = \frac{1}{N!} \sum_{p \in S_N} \nabla (u^{(p)}(u, v, w).$$

Clearly, this discrete gradient is still conservative with the discrete energy given by (100). Moreover, it is centered in time (and then second order accurate) because (36) is satisfied. To check (36) easily we introduce the bijection $\mathcal{I}$ from $S_N$ into itself

$$p \mapsto q = \mathcal{I}(p) \quad \text{such that } q(j) = p(N + 1 - j).$$

Then, according to (105) and (102), we write

$$\nabla H (w, v, u) \equiv \left( \delta_t H (w, v, u) \left[ \beta_{J^p} w_j + (1 - \beta_{J^p}) u_j \right]_{j \neq \ell} \right) \cdot \partial_x v = 0, \quad \forall v \in V,$$

We write $p = \mathcal{I}(q)$ in the sum (so that $q$ describes $S_N$ when $p$ describes $S_N$) and notice that

$$p = \mathcal{I}(q) \Rightarrow \beta_{J^p} = 1 - \beta_{J^q}$$

to write

$$\nabla H (w, v, u) \equiv \left( \delta_t H (w, v, u) \left[ + (1 - \beta_{J^q}) w_j + \beta_{J^q} u_j \right]_{j \neq \ell} \right) \cdot \partial_x v = 0, \quad \forall v \in V,$$

Since $\delta_t H (w, v, u; v_j = 0)$ is symmetric in $(u, v, w)$ we have

$$\nabla H (w, v, u) \equiv \left( \delta_t H (w, v, u) \left[ \beta_{J^p} w_j + (1 - \beta_{J^p}) u_j \right]_{j \neq \ell} \right) \cdot \partial_x v = 0, \quad \forall v \in V.$$
In formula (105), $\nabla H(\mathbf{u}, \mathbf{v}, w)$ appears as a sum of $N!$ terms. However, we are going to see that, component by component, it can be rewritten as the sum of only $2N^{-1}$ terms, which will be useful for the practical implementation of the scheme.

To state the result, it is useful to introduce the sets

$$J_\ell = \{1, \ldots, N\} \setminus \{\ell\}, \quad \ell = 1, \ldots, N,$$

and for each $1 \leq \ell \leq N$, $\Sigma_\ell = \{\sigma : J_\ell \longrightarrow \{-1, +1\}\}$, the set of applications from $J_\ell$ into $\{-1, +1\}$ (that contains $2N^{-1}$ elements). Finally to each $\sigma \in \Sigma_\ell$, we associate the integer $\mu(\sigma)$ defined by

$$\mu(\sigma) = \#\{l \in J_\ell, \sigma(l) = +1\} = \#\sigma^{-1}(+1).$$

**Lemma 2.8.** The approximate gradient defined by (105) is also given by

$$\left[ \nabla H(\mathbf{u}, \mathbf{v}, w) \right]_\ell = \sum_{\sigma \in \Sigma_\ell} \zeta(\sigma) \delta_\ell H(u_\ell, w_\ell; \langle u_j, w_j \rangle_\sigma), \tag{107}$$

where

$$\zeta(\sigma) = \frac{\mu(\sigma)! \prod_{\ell \neq \ell} (N-1-\mu(\sigma))!}{N!}$$

and

$$\langle u_j, w_j \rangle_\sigma := \left(1 + \frac{\sigma(j)}{2}\right) u_j + \left(1 - \frac{\sigma(j)}{2}\right) w_j. \tag{108}$$

**Proof.** Let us introduce the map

$$\Phi_\ell : \quad S_N \longrightarrow \quad \Sigma_\ell \quad p \quad \mapsto \quad \Phi_\ell(p) = \sigma^p_\ell \tag{109}$$

where $\sigma^p_\ell$ is defined by

$$\forall j \in \Sigma_\ell, \quad \sigma^p_\ell(j) = s g(p(\ell) - p(j)). \tag{110}$$

We can rearrange the sum (105) as:

$$\left[ \nabla H(\mathbf{u}, \mathbf{v}, w) \right]_\ell = \frac{1}{N!} \sum_{\sigma \in \Sigma_\ell} \sum_{p \in \Phi^{-1}_\ell(\sigma)} \left[ \nabla H^{(p)}(\mathbf{u}, \mathbf{v}, w) \right]_\ell. \tag{111}$$

Next, we remark that, inside each level set $\Phi^{-1}_\ell(\sigma)$ of $\Phi_\ell$,

$$\left[ \nabla H^{(p)}(\mathbf{u}, \mathbf{v}, w) \right]_\ell$$

is independent of $p$. Indeed, from (103) and (110), we have

$$\partial^{(p)}(j) = \frac{1 + \sigma(j)}{2} \left( \equiv \frac{1 + \sigma(j)}{2} \right. \quad \text{if } p \text{ describes } \Phi^{-1}_\ell(\sigma). \tag{112}\right.$$

Therefore, using (108), we deduce that for any $p \in \Phi^{-1}_\ell(\sigma)$

$$\left[ \nabla H^{(p)}(\mathbf{u}, \mathbf{v}, w) \right]_\ell = \delta_\ell H(u_\ell, w_\ell; \langle u_j, w_j \rangle_\sigma),$$

which yields

$$\left[ \nabla H(\mathbf{u}, \mathbf{v}, w) \right]_\ell = \sum_{\sigma \in \Sigma_\ell} \#\Phi^{-1}_\ell(\sigma) \delta_\ell H(u_\ell, w_\ell; \langle u_j, w_j \rangle_\sigma).$$

To conclude it suffices to show that

$$\#\Phi^{-1}_\ell(\sigma) = \mu(\sigma)! (N-1-\mu(\sigma))!.$$
3. Application to the nonlinear string model

3.1. The geometrically exact model and its variants

3.1.1. Establishment of the geometrically exact model

We are interested in the string vibration, for instance a piano string. The problem has been formulated in its nonlinear version in [28], then used and modified by several authors. The geometrically exact model uses an exact geometric description of the movement of the string: this introduces geometric nonlinearity. The most complete model takes into account the three components of the points of the string (which corresponds to \( N = 3 \) with the notation of the previous section, see section 3.1.2) but, for simplicity, we present the model where it is assumed that the movement of the string remains in a plane \((x, y)\) \((N = 2)\). Figure 1, inspired by [2], presents the unknowns of the problem. What follows is widely based on [33].

We will use the following notation: \( \Omega \) is a segment of \( \mathbb{R} \) or \( \mathbb{R}^2 \) itself (infinite string), \( x \in \Omega \) is the coordinate along the string, and \( t > 0 \) is time. The function \( u(x, t) \) indicates the transversal component of the string motion (along \( e_y \)), and \( v(x, t) \) indicates the longitudinal component of the string motion (along \( e_x \)). \( E \) is Young's modulus of the string, \( A \) is the section area, \( \mu \) is the linear mass of the string, and \( T_0 \) is its tension at rest. They are supposed to be independent of \( x \) and \( t \). The position vector for a point marked by \( x \) is

\[
\mathbf{R}(x, t) = (x + v(x, t)) \mathbf{e}_x + u(x, t) \mathbf{e}_y = x \mathbf{e}_x + \mathbf{U}(x, t),
\]

where \( \mathbf{U}(x, t) \) is the vector of unknowns \((v(x, t), u(x, t))\). We apply Newton’s second law to a string element \([x, x+\delta x]\). We make the assumptions that the only forces acting on the string come from the tensions \( T(x, t) \) and \( T(x + \delta x, t) \) of the string at the extreme points of the segment and that these are tangent to the string. If we denote \( T(x, t) \in \mathbb{R} \) the tension of the string and \( s(x, t) \in \mathbb{R}^2 \) the (oriented) tangent unit vector to the string at point \( x \) and time \( t \), we have

\[
\frac{1}{\delta x} \left[ \frac{d^2}{dt^2} \int_x^{x+\delta x} R(y, \delta x, t) \, dy \right] = \frac{1}{\delta x} \left[ T(x + \delta x, t)s(x + \delta x, t) - T(x, t)s(x, t) \right],
\]

taking the limit when \( \delta x \to 0 \), \( \mu \frac{d^2 \mathbf{R}}{dt^2} = \frac{\partial}{\partial x} [T \mathbf{s}] \).

The physical stress-strain relation gives us an expression of the tension \( T \), varying along the string, according to the deformation of the string, namely the relative extension \( \delta a(x, t) \). The length of the element at rest is \( \delta x \) and becomes

\[
\left| \mathbf{R}(x + \delta x, t) - \mathbf{R}(x, t) \right|,
\]

hence the relative extension, after a Taylor expansion and neglecting \( O(\delta x^2) \) is

\[
\delta a(x, \delta x, t) := \frac{\left| \mathbf{R}(x + \delta x, t) - \mathbf{R}(x, t) \right| - \delta x}{\delta x} \approx \left| \frac{\partial \mathbf{R}}{\partial x} \right| - 1.
\]

In the general case, the constitutive stress-strain law can be written

\[
T(x, t) = \phi(\delta a(x, t)) \tag{114}
\]

for some function \( \phi : \mathbb{R} \to \mathbb{R} \). Defining \( d : \mathbb{R}^N \to \mathbb{R} \) and \( F : \mathbb{R}^N \to \mathbb{R}^N \) as:

\[
d(v) = | e_x + v | - 1 \quad \text{and} \quad F(v) = \phi \circ d(v) - \frac{| e_x + v |}{| e_x + v |}
\]

the mechanical PDE system takes the same form, which can lead to a Hamiltonian form

\[
\mu \frac{\partial^2 \mathbf{U}}{\partial x^2} - \frac{\partial}{\partial x} \left[ \Phi \circ d \left( \partial_x \mathbf{U} \right) \right] = 0. \tag{115}
\]

Setting \( H = \Phi \circ d \), we have the nonlinear Hamiltonian systems of wave equations class:

\[
\mu \frac{\partial^2 \mathbf{U}}{\partial x^2} - \frac{\partial}{\partial x} \left[ \nabla H \left( \partial_x \mathbf{U} \right) \right] = 0. \tag{116}
\]

In the case where the stress-strain law is affine, it is called Hooke’s law. The constant \( T_0 \) is called the prestress of the string, and the law can be written as

\[
\phi(\tau) = T_0 + EA \tau. \tag{117}
\]
Projecting the system on the axes, we obtain
\[
\begin{align*}
\mu \partial_t^2 u &= \partial_x \left[ EA \partial_x u - (EA - T_0) \frac{\partial_x u}{\sqrt{(\partial_x u)^2 + (1 + \partial_x v)^2}} \right], \\
\mu \partial_t^2 v &= \partial_x \left[ EA \partial_x v - (EA - T_0) \frac{(1 + \partial_x v)}{\sqrt{(\partial_x u)^2 + (1 + \partial_x v)^2}} \right].
\end{align*}
\]
With appropriate space and time scaling, we can write the following equivalent system, depending on a unique parameter \(0 < \alpha < 1\) given by the formula \(\alpha = \frac{EA - T_0}{EA}\).
\[
\begin{align*}
\partial_t^2 u &= \partial_x \left[ \partial_x u - \alpha \frac{\partial_x u}{\sqrt{(\partial_x u)^2 + (1 + \partial_x v)^2}} \right], \\
\partial_t^2 v &= \partial_x \left[ \partial_x v - \alpha \frac{(1 + \partial_x v)}{\sqrt{(\partial_x u)^2 + (1 + \partial_x v)^2}} \right].
\end{align*}
\] (118)

Using the notation \(u = (u, v)\) and \(\forall (x, v) \in \mathbb{R}^2\),
\[H_{ex}(u_x, v_x) = \frac{1}{2} u^2 + \frac{1}{2} v^2 - \alpha \left[ \sqrt{u^2 + (1 + v)^2} - (1 + v) \right],\]
we can write the string system in the form of a Hamiltonian system of wave equations (NLSWE):
\[
\partial_t^2 u - \partial_x \left[ \nabla H_{ex}(\partial_x u) \right] = 0
\] (119)

3.1.2. The geometrically exact model with three unknowns

We can generalize the geometrically exact model to the non-planar motion of a string, considering two transversal displacements \(u_1\) and \(u_2\), and the longitudinal displacement \(v\). The system of three equations can be derived in the same way as the previous system:
\[
\begin{align*}
\partial_t^2 u_1 - \partial_x \left[ \partial_x u_1 - \alpha \frac{\partial_x u_1}{\sqrt{(\partial_x u_1)^2 + (\partial_x u_2)^2 + (1 + \partial_x v)^2}} \right] &= 0, \\
\partial_t^2 u_2 - \partial_x \left[ \partial_x u_2 - \alpha \frac{\partial_x u_2}{\sqrt{(\partial_x u_1)^2 + (\partial_x u_2)^2 + (1 + \partial_x v)^2}} \right] &= 0, \\
\partial_t^2 v - \partial_x \left[ \partial_x v - \alpha \frac{1 + \partial_x v}{\sqrt{(\partial_x u_1)^2 + (\partial_x u_2)^2 + (1 + \partial_x v)^2}} \right] &= 0.
\end{align*}
\]
Using the notation \(u = (u_1, u_2, v)\) and
\[H_{ex}(u_1, u_2, v) = \frac{1}{2} u_1^2 + \frac{1}{2} u_2^2 + \frac{1}{2} v^2 - \alpha \left[ \sqrt{u_1^2 + u_2^2 + (1 + v)^2} - (1 + v) \right],\]
the previous system can also be written in a NLSWE form.

3.1.3. Approximations of the geometrically exact model

Under the assumption of small deformations, it is natural to look for approximate models by considering various Taylor expansions of \(H_{ex}\) for small values of \((u_x, v_x)\). Let us note that, near the origin,
\[H_{ex}(u_x, v_x) = \frac{1 - \alpha}{2} u_x^2 + \frac{1}{2} v_x^2 \]
(120)
\[+ \frac{\alpha}{2} \left[ u_x^2 v_x - u_x v_x^2 + \frac{1}{4} u_x^4 \right] + O(|u_x|^5).\]

The linear model. The linear model is obtained by considering only the quadratic terms in (120)
\[
H_{ex}(u_x, v_x) \simeq H_{DL3}(u_x, v_x) = \frac{1 - \alpha}{2} u_x^2 + \frac{1}{2} v_x^2,
\]
and we write the classical linear model of two uncoupled wave equations (since \(\alpha < 1\)):
\[
\begin{align*}
\partial_t^2 u - (1 - \alpha) \partial_x^2 u &= 0, & x &\in \Omega, & t &> 0, \\
\partial_t^2 v - \partial_x^2 v &= 0, & x &\in \Omega, & t &> 0.
\end{align*}
\]
From this system we can deduce an approximate propagation speed for each direction: 1 for the longitudinal direction, and \(\sqrt{1 - \alpha}\) for the transversal direction. Since \(\alpha \simeq 1\) in real applications, we obtain the well-known result in mechanics saying that the longitudinal waves have a propagation speed much higher than the transversal waves. However, with this model, we cannot take into account the coupling between the longitudinal and transverse components of the displacement field, which is an essential characteristic of the behavior of a piano string.

Higher order models. As in [5], it is natural to consider the third and fourth order approximations of \(H_{ex}\), namely
\[
\begin{align*}
H_{DL3} &= \frac{1 - \alpha}{2} u_x^2 + \frac{1}{2} v_x^2 + \alpha \frac{u_x v_x}{2}, \\
H_{DL4} &= \frac{1 - \alpha}{2} u_x^2 + \frac{1}{2} v_x^2 + \frac{\alpha}{2} \left[ u_x^2 v_x - u_x v_x^2 + \frac{1}{4} u_x^4 \right].
\end{align*}
\]
However, the corresponding models should be rejected because the fundamental assumption (H2) is not satisfied (the energy is neither positive nor bounded from below).
In [1, 2, 5], the authors proposed a less natural model, consisting in neglecting the quartic term \(-\frac{\alpha}{2} u_x^2 v_x^2\) in (120). This can be fully justified (see [7]) when the string is submitted to transverse solicitations only. This gives the following expression
\[H_{BS} = \frac{1 - \alpha}{2} u_x^2 + \frac{1}{2} v_x^2 + \frac{\alpha}{2} \left[ u_x^2 v_x + \frac{1}{4} u_x^4 \right],\]
leading to the system
\[
\begin{align*}
\partial_t^2 u &= \partial_x \left[ (1 - \alpha) \partial_x u + \alpha \left( \partial_x u \partial_x v + \frac{1}{2} \partial_x u^3 \right) \right], \\
\partial_t^2 v &= \partial_x \left[ \partial_x v - \frac{\alpha}{2} (\partial_x u)^2 \right].
\end{align*}
\] (121)
which will be referred to as the “Bank and Sujbert” model in the following.

3.2. Properties of the string models

3.2.1. Assumptions (H1) to (H5)

In this section, we investigate which of the assumptions (H1) to (H5) are satisfied by the nonlinear models \(H_{ex}\) and \(H_{BS}\).

The regularity assumption (H1) is obviously satisfied with \(H_{BS}\) and locally around the origin with \(H_{ex}\). One can
show (see [7]) that the coercivity assumption (H2) is satisfied with $K = \frac{1}{1 - \alpha}$. Because $\alpha < 1$, both $H_{BS}$ and $H_{ex}$ are locally convex: (H3), which ensures the local hyperbolicity of (118) and (121). However, neither $H_{ex}$ nor $H_{BS}$ is globally convex. It can be shown (see [7] again) that assumption (H4), that ensures a global bound for the propagation velocity of the solution, is satisfied by $H_{ex}$ with $c_x = 1$. However, it is not satisfied by $H_{BS}$. For instance, one computes that

$$|\nabla H_{BS}|^2(u_x, 0) = \frac{\alpha^2}{4} u_x^6 + \alpha \left(1 - \frac{3 \alpha}{4}\right) u_x^4 + (1 - \alpha)^2 u_x^2$$

which cannot be bounded by a constant times $H_{BS}(u_x, 0)$, which is a polynomial of degree 4. This difference is due to the fact that while $H_{BS}$ and $H_{ex}$ are close to each other around the origin, they are very different at infinity: $H_{BS}$ grows superlinearly while $H_{ex}$ grows linearly. For the same reason, $H_{ex}$ satisfies (H5) but $H_{BS}$ does not.

3.2.2. Existence of a classical solution

Up to now, we have not spoken of existence or uniqueness results. The results of this paragraph rely on the first order system form of NLSWE (1) as given in section 1.3 and more specifically on its non conservative form:

$$\begin{cases} 
\text{Find } U : \mathbb{R} \times \mathbb{R}^+ \to \mathbb{R}^n, \\
\partial_t U + A(U) \partial_x U = 0, \\
U(x, 0) = U_0(x)
\end{cases} \quad (122)$$

where $A(U)$ is given by (4) or (7) in the case of NLSWE.

In what follows, we shall refer to the notation of section 1.3. Let us first recall some classical definitions:

**Definition 3.1. Linearly degenerate field**

The couple $(\mu_k, r_k)$ is said to be linearly degenerate on $D (L.D.)$ if

$$\nabla \mu_k(u) \cdot r_k(u) = 0, \quad \forall u \in D.$$

**Definition 3.2. Genuinely nonlinear field**

The couple $(\mu_k, r_k)$ is said to be genuinely nonlinear on $D (G.N.L.)$ if

$$\nabla \mu_k(u) \cdot r_k(u) \neq 0, \quad \forall u \in D.$$

The theory of hyperbolic systems shows that in general, even if initial conditions are very smooth, classical solutions do not exist beyond some finite time interval. However, we can state a global existence result for (122), using the results of Li Ta-tsien page 89 of [32], who considered $A(U)$ locally $C^2$, under the following assumptions:

**Assumption 1:** The system (122) is locally hyperbolic (cf. definition 1.1) and strictly hyperbolic at the origin:

$$\mu_1(0) < \mu_2(0) < \cdots < \mu_n(0).$$

**Assumption 2:** The system (122) is locally linearly degenerate, i.e. all couples $(\mu_k, r_k)$ are L.D. on a neighborhood of 0.

**Theorem 3.1 (Li Ta-tsien).** Suppose that $A(U)$ is $C^2$ in a neighborhood of $U = 0$ and satisfies assumptions 1 and 2. Suppose that $U_0$ is $C^1$ and has compact support such that

$$\text{Supp}(U_0) \subseteq [\alpha_0, \beta_0].$$

Then, there exists $\theta_0 > 0$ such that if

$$\theta := (\beta_0 - \alpha_0) \sup_{x \in \mathbb{R}} |U_0(x)| < \theta_0,$$

(122) admits a unique global solution

$$U \equiv U(x, t) \in C^1(\mathbb{R} \times \mathbb{R}^+).$$

In the case of nonlinear Hamiltonian systems of wave equations, the unknown vector $U$ is $(\partial_t u, \partial_x u)$ and the matrix $A(U)$ is given by (7). The regularity needed on $A(U)$ is then deferred on $D^2H(U_x)$, so that we can write:

**Corollary 3.1.** Suppose in (1) that $H$ is $C^4$ and strictly convex in a neighborhood of $u_x = 0$ (local form of (H3)). Assume also that $u_0$ is $C^2$, $u$ is $C^4$ and both have compact support included in $[\alpha_0, \beta_0]$. Suppose furthermore that the eigenpairs $(\lambda_i(v), r_i(v)), i \in [1, N]$ of $D^2H(v)$ satisfy

$$\nabla \lambda_i(v) \cdot v_i(v) = 0, \quad \forall v \in D \quad (123)$$

$D$ being the neighborhood of 0. Then there exists $\theta_0 > 0$ such that if

$$\theta := (\beta_0 - \alpha_0) \sup_{x \in \mathbb{R}} [\max|u_0(x)|, \max|u_1(x)|] < \theta_0,$$

Cauchy problem (1) admits a unique global $C^2$ solution $u \equiv u(x, t) \in C^2(\mathbb{R} \times \mathbb{R}^+)$. 

**Proof.** We first remark that $A(U)$ depends on $U_x$ only via $D^2H$ (see (7)). The eigenpairs of $A(U)$ are given by:

$$\mu_k^\pm(U) = \pm \sqrt{\lambda_k(U_x)},$$

$$r_k^\pm(U) = \left(\pm \sqrt{\lambda_k(U_x)} v_i(U_x), v_i(U_x)\right), \quad \forall 1 \leq i \leq N.$$ 

One then computes

$$\nabla \mu_k^\pm(U) \cdot r_k^\pm(U) = \pm \frac{\nabla \lambda_k(U_x)}{2 \sqrt{\lambda_k(U_x)}} v_i(U_x) = 0$$

using (123). The corollary is then a rephrasing of theorem 3.1 adapted to the NLSWE.

We can show that corollary 3.1 can be applied to the geometrically exact model. Indeed, $D^2H_{ex}$ has the following eigenvalues:

$$\lambda_1(u_x, v_x) = 1 \quad \text{and} \quad \lambda_2(u_x, v_x) = 1 - \frac{\alpha}{\sqrt{u_x^2 + (1 + v_x)^2}}$$

associated with the eigenvectors:

$$v_1(u_x, v_x) = \left(\begin{array}{c} u_x \\ 1 + v_x \end{array}\right) \quad \text{and} \quad v_2(u_x, v_x) = \left(\begin{array}{c} -(1 + v_x) \\ u_x \end{array}\right).$$
We can also easily show that for \( i \in [1, 2] \)
\[
\nabla \lambda_i(u_x, v_x) \cdot v_i(u_x, v_x) = 0, \forall u_x \neq 0 \text{ and } v_x \neq -1.
\]
The first order form of (118) is then linearly degenerate. Under assumptions on initial data, we can then apply theorem (3.1) and conclude that there exists a global \( C^2 \) solution of the equation. All the computations of the first part of the article are valid since solutions are smooth enough.

In the case of the Bank-Sujbert model (121), the calculation of \( \nabla \lambda \cdot \nu \) leads to:

\[
\begin{aligned}
\nabla \lambda_1 \cdot \nu_1 &= \frac{\alpha}{8} \left[ 9u_x^2 + 6\sqrt{\Delta} - 12 \frac{1}{\sqrt{\Delta}} + 27 \frac{1}{\sqrt{\Delta}} u_x^4 \\
&\quad + 30 \frac{1}{\sqrt{\Delta}} u_x^2 v_x + 9u_x^2 + 12 \frac{1}{\sqrt{\Delta}} v_x^2 + 6v_x \right] \\

\nabla \lambda_2 \cdot \nu_2 &= \alpha \left[ 9u_x^2 + 3 \frac{4}{\sqrt{\Delta}} v_x - 3 \sqrt{\Delta} + 3 \frac{1}{\sqrt{\Delta}} - 27 \frac{1}{8 \sqrt{\Delta}} u_x^4 \\
&\quad - 9 \frac{1}{\sqrt{\Delta}} u_x^2 v_x \right],
\end{aligned}
\]

where \( \Delta = 4 \left( 1 - v_x - \frac{3}{2} u_x^2 \right)^2 + 4u_x^2 \).

This calculation shows that the first order form of (121) is genuinely nonlinear unless \( \alpha = 0 \). Consequently, theorem 3.1 cannot be applied in this case. In fact, if the system is G.N.L. (all couples \( (\lambda, r) \) are G.N.L., see definition 3.2), there exists a blow up result in [32] which states that the \( C^2 \) norm of the solution of (121) must blow up in a finite time depending on the size of the initial data.

**Remark 3.1.** This existence result is true for the geometrically exact model for \( N \geq 2 \) but is false when the equation is scalar \( (N = 1) \) for the nonlinear case. As for the approximate Bank-Sujbert model mentioned earlier, the nonlinear scalar case is genuinely nonlinear, hence the blow up theorem can be applied, meaning that the \( C^2 \) norm of the solution must blow up in a finite time depending on the size of the initial data. This result has been mentioned before by John [21] and Kleimner and Majda [24].

The nonlinear scalar wave equation often found in the literature is the following:

\[
u_{tt} - (K(u_x))_x = 0.
\]

It is possible to write this second order scalar equation as a first order system having two opposite eigenvalues \( \lambda^\pm = \pm \sqrt{K'(u_x)} \) associated with the two eigenvectors

\[
x^\pm = \frac{1}{\pm \sqrt{K'(u_x)}} \quad \Rightarrow \quad \nabla \lambda^\pm, \nu^\pm = \pm \frac{K''(u_x)}{2 \sqrt{K'(u_x)}}
\]

The classical “nonlinear string model” is to set

\[
K(v) = \frac{v}{\sqrt{1 + v^2}},
\]

which leads indeed to a genuinely nonlinear field.

### 3.3. Computational algorithm

**Finite element discretization.** Concretely, in the case of the nonlinear string, \( \Omega \) is a segment, noted [0, L]. For each direction, we discretize \( H^1([0, L]) \) with Lagrange \( P_k \) elements. We can evaluate the dimension of \( \mathcal{V}_h \), that is to say the number of degrees of freedom, which depends on the degree \( k \) of the chosen basis functions, on the number of elements \( N_x - 1 \) in the mesh, and on the size \( N \) of the system. The amount leads to \( N_{kh} \) degrees of freedom, with \( N_k = N((N_x - 1)k + 1) \).

**Nonlinear resolution.** Programming the scheme (113) amounts to nullifying, at each time step, a function \( F : \mathbb{R}^{N_k} \rightarrow \mathbb{R}^{N_k} \) which is a priori highly non linear. The method we use to find a zero of \( F \) is Newton’s method, which consists in going from an initial point, then inverting the Jacobian matrix of \( F \) until we find a point \( \mathbf{U}^* \) such that \( F(\mathbf{U}^*) \) is “sufficiently close” to zero. We have to calculate this Jacobian matrix, which depends on the point at which we estimate it, since the problem is nonlinear. We can write the scheme’s solution \( \mathbf{u}_h \) as its decomposition on basis functions:

\[
\mathbf{u}_h = \sum_{\ell=1}^{N} \sum_{j=1}^{N_d} \mathbf{u}_{\ell,j} \psi_{\ell,j},
\]

where \( \psi_{\ell,j} \) is a vector having only one non zero component, directed in the direction \( \ell \), which is \( \phi_j \) is the basis function of \( P_k \) associated with the degree of freedom \( j \), and \( N_d \) is the number of degrees of freedom for each direction. The unknown of the problem, at each time step, is the vector \( \mathbf{U}_h = (u^{n+1}_{\ell,j})_{\ell,j} \), the values \( (u^{n+1}_{\ell,j})_{\ell,j} \) and \( (u^{n-1}_{\ell,j})_{\ell,j} \) being considered known and constant. Then, the scheme consists in \( N_h \) lines, and the line corresponding to the direction \( \ell \) and the degree of freedom \( j \) can be written

\[
F_{\ell,j}(\mathbf{U}_h) = \int_{\Omega} \mathbf{u}^{n+1}_{\ell,j} - 2u^n_{\ell,j} + u^{n-1}_{\ell,j} \frac{\partial}{\partial t} \phi_j + \frac{\partial}{\partial t} \phi_j \mathbf{u}^{n+1}_{\ell,j} + \mathbf{u}^{n-1}_{\ell,j} \frac{\partial}{\partial t} \phi_j + \mathbf{u}^{n+1}_{\ell,j} \frac{\partial}{\partial t} \phi_j + \mathbf{u}^{n-1}_{\ell,j} \frac{\partial}{\partial t} \phi_j,
\]

where \( \mathbf{u}_{\ell} = \sum_{p=1}^{N_d} \mathbf{u}_{\ell,p} \phi_p \).

The Jacobian of this scheme is then a matrix of the applications from \( \mathbb{R}^{N_k} \) to \( \mathbb{R}^{N_k} \):

\[
\begin{aligned}
\frac{\partial F_{\ell,j}}{\partial u_{\ell,m}} &= \int_{\Omega} \mathbf{u}^{n+1}_{\ell,j} - 2u^n_{\ell,j} + u^{n-1}_{\ell,j} - \frac{1}{\Delta t^2} \mathbf{u}_{\ell,m} \phi_j \\
&\quad + \sum_{\sigma \in \Sigma_\ell} \zeta(\sigma) \int_{\Omega} \frac{\partial}{\partial t} \phi_j \mathbf{u}^{n+1}_{\ell,j} + \mathbf{u}^{n-1}_{\ell,j} \frac{\partial}{\partial t} \phi_j + \mathbf{u}^{n+1}_{\ell,j} \frac{\partial}{\partial t} \phi_j + \mathbf{u}^{n-1}_{\ell,j} \frac{\partial}{\partial t} \phi_j \\
&\quad - \sum_{\sigma \in \Sigma_\ell} \zeta(\sigma) \int_{\Omega} \frac{\partial}{\partial t} \phi_j \mathbf{u}^{n+1}_{\ell,j} + \mathbf{u}^{n-1}_{\ell,j} \frac{\partial}{\partial t} \phi_j + \mathbf{u}^{n+1}_{\ell,j} \frac{\partial}{\partial t} \phi_j + \mathbf{u}^{n-1}_{\ell,j} \frac{\partial}{\partial t} \phi_j.
\end{aligned}
\]
3.4. Tests of numerical results for the string model

Using our preserving scheme (113), we have implemented the nonlinear string model described in section 3.1 (geometrically exact model), and the approximate Bank-Sujbert model. The numerical results were interesting for showing the influence of nonlinearity on the behavior of a vibrating string, and to show the comparison between exact and developed models. We remind that the system (118) is equivalent to the geometrically exact model, and has been obtained by a space and time scaling, introducing \( \alpha = \frac{EA}{T_0} \). Increasing \( \alpha \) amounts to decreasing \( T_0 \) (all other parameters equal) ie slackening the string. The following numerical experiments have been made on scaled systems, using linear shape functions (\( P_1 \)) for the finite elements space approximation, a space step \( \Delta x = 0.01 \) and a time step \( \Delta t = 0.0033 \).

3.4.1. Influence of the nonlinearity

Numerical experiments have been carried out on very simple problems to show the influence of the nonlinearity on the string vibration. Nonlinear behavior can come from two different factors: either the nonlinear factor \( \alpha \) comes closer to 1, or the initial amplitude grows. Figure 2 shows the deformation of a string with a sine function as initial condition in the transversal direction. The time is represented as the third space variable, and the different snapshots are displayed in different colors from blue to red. The nonlinear factor is changed between the lines, and the initial amplitude of the sine is changed between the columns.

The first line has been made with a nonlinear factor \( \alpha = 0 \), which leads to two linear uncoupled wave equations. Indeed, the initial amplitude of the data has just a scaling influence on the vibration of the string, expressing the linear behavior of the solution.

The first column shows, for small initial data, the influence of the nonlinear factor \( \alpha \). We can notice that the vibration slows when \( \alpha \) increases, which is in agreement with the second order Taylor expansion of the potential energy \( H_{el} \): we indeed get as approximated system two uncoupled linear wave equations, with a celerity of 1 for the longitudinal wave and \( \sqrt{1-\alpha} \) for the transversal wave, which is the one that we can observe. For \( \alpha = 0 \) the celerity is \( c = 1 \) and for \( \alpha = 0.99 \) the celerity is \( c = 0.1 \), ten times less.

Finally, if we look at the last two lines, we can see that increasing the initial amplitude leads to unusual behaviors of the string, pointing out the nonlinear influence of the equation, and especially the stretching of the string due to the presence of longitudinal waves.

We add that the simulations presented here have shown a very good energy preservation (about \( 10^{-13} \) relative error on the energy preservation for a Newton tolerance of \( 10^{-13} \) on the \( \ell^2 \) norm of \( F(U_h) \)).

3.4.2. Comparison with approximate Bank-Sujbert model

Another interesting point was to compare the string deformation when we use the geometrically exact model and when we use the Taylor expansion used in [2] and [5]. Our scheme makes it easy to switch from one model to another, and the result of simulation can be seen in figure 3.

\[
\begin{array}{|c|c|c|c|}
\hline
\alpha \setminus \| u_0 \| & 0.01 & 0.1 & 0.3 \\
\hline
0 & \phantom{\text{fig}} & \phantom{\text{fig}} & \phantom{\text{fig}} \\
0.8 & \phantom{\text{fig}} & \phantom{\text{fig}} & \phantom{\text{fig}} \\
0.99 & \phantom{\text{fig}} & \phantom{\text{fig}} & \phantom{\text{fig}} \\
\hline
\end{array}
\]

Figure 2: Evolution of the string deformation (time evolution in each subfigure from blue (left) to red (right)), for different values of \( \alpha \) and initial amplitude.

The system of lines and columns is exactly the same as in the previous figure: different nonlinear factors \( \alpha \) in lines, different initial amplitudes in columns. Each subfigure shows the string deformation by the exact model in red (solid line) and by the expanded model in blue (dashed line).

For \( \alpha = 0 \) (the first line) the two models coincide, and
we can see that the simulations give the same result (red (solid) curve and blue (dashed) curve are the same). But for more realistic values of $\alpha$ (for real piano strings it can be more than 0.999) the two curves are about the same for a very small initial amplitude, but are slightly different for $|u_0| = 0.1$ and very different for $|u_0| = 0.3$. This illustrates the fact that the expanded model is a good approximation of the exact model for small amplitudes, but becomes rather bad when the amplitudes grow.

Conclusions & Perspectives

In this paper we have proposed one solution for achieving our goal: constructing energy preserving schemes for nonlinear Hamiltonian systems of wave equations. Work is currently in progress on an energy preserving discretization of a more general class of systems. The future plan for this study is to develop a mathematical and a numerical model for the full grand piano. One of the main difficulties is to consider the coupling of the strings’ movement with the vibrations of the soundboard and with the sound radiation, and we believe that the method that we developed, using an energy technique, will make it possible to achieve stability for the whole coupled problem.
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